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" fully GPU-parallelized ’

= gcales to full size Titan

" up to 60 GByte/s / node
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" |sn't data reduction always for free?
" Modeling of Parallel 1/0

" Trading Compute Resources for I/0
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Characterization
Of Data Reduction
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Data Reduction
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Data Reduction Examples

Binning of a spectrogram f ->0, T ~T

memcpy

cp to NVRAM fc=1, T<T

memcpy
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Modeling Real-World
Data Flows
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Application View
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i
Application View

Unreduced, Synchronous I/0

Push/Poll Push/I
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Application View

Reduced, Synchronous 1/0

Push/Poll Push/I
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Comparison Synchronous /O
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-
Break-Even Threshold
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Compression
(as a data reduction example)

Axel Huebl | HZDR - Research Group Computer Assisted Radiation Physics | picongpu.hzdr.de



Ex-Situ Measurements for Compression Algorithms
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Ex-Situ Measurements for Compression Algorithms
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Ex-Situ Measurements for Compression Algorithms
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Ex-Situ Measurements for Compression Algorithms

compression ratio fc
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Impact on Applications

Predicting Feasible Reduction
Algorithms to Reduce I/O Time
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Summary of System Characteristics

fC reduction (compression) ratio

72} reduction (compression) throughput
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Application Performance:
Gain or Loss? treduced
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Application Performance:
Gain or Loss? treduced
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Application Performance:
Gain or Loss? treduced

I/0O
I' = /
75unredu(:ed

1/0

— (N
| 1

performance ratio I'

o

s
i
-
_____
_________

107 107!
compression throughput Tc [Tiemepy)

<INVIDIA.
i
e DRESDEN (‘ = '_DR
CENTER OF
EXCELLENCE concept A | g "
R

Member of the Helmholtz Association

Axel Huebl | HZDR - Research Group Computer Assisted Radiation Physics | picongpu.hzdr.de



Application Performance:
Gain or Loss? treduced
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Application Performance:

Gain or Loss? treduced
I/0
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Consequences for Reduction Techniques

Throughput first Aggressive Reduction next
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Copy to burst buffers immediately “asynchronous I/0”
interleave computation with: L educe, Loff RAM
still: backlog on subsequent 1/0

Users need easily programmable 1/0 stages
... & each stage bound by the above (else: backlog)
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Even with data reduction,
there is no free lunch...

... unless you are fast To

... only then take a big bite
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Thank you for your attention!
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O00OR22725.

This project has received funding from the European Unions
Horizon 2020 research and innovation programme under
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Backup Slides
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On-GPU Compression via Copy then — NIC
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Persistently In-GPU Compressed — direct to NIC
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Titan vs. Summit Prediction
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Titan vs. Hypnos

Table 1. PIConGPU I/ O benchmark systems, both commissioned in 2012/ 13: relevant
system characteristics and single node average fl esystem throughput Trs, def ned as
the design paralld bandwidth Bparaiel divided by N nodes

Titan Hypnos (queue: ‘k20’)
GPUs/ node 1x K20x 4x K20m
CPUs/ nodel1x AMD Opteron 6274|2x Intd Xeon E5-2609
CPU-cores/ GPU|16 (8FP) 2
GPU / CPU Flop/s (DP)|9.3:1 76:1
fl e system|Spider/ Lustre GPFS
Bparallet = Trs * N [GiByte/ s] 1000 20
Trs [GiByte/ s]0.055 1.25
CPU Tmemcpy [GiByte/s]|6.0 6.1
maximum number of nodes N max|18000 16
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i
Hypnos I/O Weak Scaling

(Measured Application vs. Performance Mod
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Titan 1/O Weak Scaling

(Measured Application vs. Performance Model)
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Titan I1/O Weak Scaling T = N x5 < By arallel
eff = paralle

(Atlas Monitoring) tI/O
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