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Abstract The centrality determination for Au+Au col-
lisions at 1.23A GeV, as measured with HADES at the
GSI-SIS18, is described. In order to extract collision
geometry related quantities, such as the average impact
parameter or number of participating nucleons, a Glauber
Monte Carlo approach is employed. For the application of
this model to collisions at this relatively low centre-of-mass
energy of /s, = 2.42 GeV special investigations were per-
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formed. As a result a well defined procedure to determine
centrality classes for ongoing analyses of heavy-ion data is
established.

Keywords Heavy-ion physics - Centrality determination -
HADES - Glauber Monte Carlo

1 Introduction

Heavy-ion collisions at relativistic and ultra-relativistic
energies allow to study highly excited, strongly interacting
matter. Due to the extended volume of the colliding nuclei,
the size of the interaction volume varies strongly with
impact parameter b, defined as the distance between the
centers of the nuclei in a plane transverse to the beam axis.
Therefore, it is crucial to define a framework which allows
to relate observable quantities, such as the measured charge
particle multiplicity, to the centrality of the collision. The
centrality C is defined as the fraction of the total cross
section o44 and is directly related to the impact parameter:
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with the differential cross section ‘fl—‘;. Experiments at high
energies usually employ the Glauber model [1-3] for this
purpose, as described e.g. in refs. [4, 5]. In this approach,
heavy-ion collisions are treated as a superposition of
independent nucleon-nucleon interactions. Following the
eikonal approximation, the trajectories of the individual
nucleons are assumed to be straight lines, and a nucleon
is defined as a participant, if it experiences at least one
binary collision along its path. The number of participating
nucleons Np can thus be used to quantify the size of
the interaction volume. The number of spectators, i.e. of
non-interacting nucleons, is related to the participants by
Nspee = Aproj + Atarg — Npart, Where Aproj (Ararg) is the nucleon
number of the projectile (target) nucleus. Following the
assumptions of the wounded nucleon model [6], the number
of produced particles should be directly proportional to
Npar. This relation thus allows to fit measured multiplicity
distributions with a Glauber Monte Carlo (MC) model,
in which many nucleus-nucleus collisions are statistically
sampled. Based on this fit, centrality classes with their
corresponding average impact parameter (b) and average
number of participants (Ny.) can be derived by selecting
intervals of event multiplicity.

While the validity of the Glauber model at higher
energies (i.e. /sy around 10 GeV and above) is well
established, the applicability at lower energies is not
immediately evident. The semi-classical description of the
eikonal approximation requires that the reduced de Broglie
wavelength, A5 = i/p, where p is the characteristic mo-
mentum of the nucleon, is small relative to the size of the

o
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Fig. 1 Spatial distribution of the nucleons before the collision of nu-
clei A and B as generated with the Glauber MC model with an impact
parameter b = 6 fm. The beam direction is along the Z-axis. The color
scheme encodes the number of inelastic collisions that a single nucleon
experiences in this particular collision process. The size of the nucle-
ons corresponds to the inelastic nucleon-nucleon cross section and the
radii of the circles to the one of the gold nuclei.

nucleus. This condition is clearly satisfied for a nucleon of
~ 2 GeV/c momentum traversing a gold nucleus at rest, a
situation close to Au+Au collisions at 1.23A GeV, where

Ap~0.1fm < Ra, ~ 5.4 fm. )

Indeed, it was claimed that, with appropriate corrections of
the order of 15 %, the validity of the eikonal Glauber model
can even be extended down to energies as low as about 45
MeV [7]. In this article, we describe the application of a
Glauber MC model to Au+Au data at 1.23A GeV, as mea-
sured with HADES, the High-Acceptance Di-Electron Spec-
trometer, which is installed at the SIS18' accelerator at the
GSI? in Darmstadt, Germany. The implementation and the
adjustments to the model, necessary for this data set, are
discussed in sect. 2 and the experimental observables for
the charged particle multiplicity as used for the centrality
determination are presented in sect. 3. In sect. 4 we present
the method and in sect. 4.1 the systematic uncertainties on
the centrality determination. The corresponding centrality
classes are shown in sect. 4.2 and a conclusion is drawn in
sect. 5.

2 Glauber Monte Carlo model implementation

The analysis discussed in the following is based on the
implementation of a Glauber MC model as described
in refs. [4, 8]. In this approach, the following steps are
processed event-by-event:

' Schwer-Ionen-Synchrotron
2 Gesellschaft fiir Schwerionenforschung



Centrality determination with HADES 3
1. The impact parameter b of a given collision is selected = i i i i .
randomly according to a probability distribution P(b) < Eq0%k e Data min. bias HADES |
bdb in the range from 0 to by, Where by, has to be z ii -+ Data central (PT3) Au+Au 1.23 AGeV E
larger than the sum of the radii of the projectile and tar- ‘_g o, — S:I;l.‘z:frrfz ; I:IBZSL-; i:)u :_;E,“) :
get nucleus, byax > Rproj + Riarg- 102k \% -
2. For each of the nuclei, the Ny and Ny nucleons are ;3 ’,.0‘ R 3
positioned randomly, within spheres of radii Ry; and [ | o 1
Riarg. This is achieved by using a uniform probability dis- 10 ;,'f-: g § § § g =
tribution in the azimuthal (¢) and polar (cos 8) angles, NEIE AN R I & 1
and a radial density distribution given by P(r) o< 2 p(r), - .
where p(r) is specified in eq. 5. U3 =
3. The collision process itself is evaluated such that bi- - .
nary combinations of all nucleons in the two nuclei are - 1 T
formed and a decision is made whether a collision is ac- 107 3 A
tually taking place between them. This decision is based - . .
on the criterion that the distance between nucleon i and ol | | | | 3l ]
Jj in the transverse plane, 10 07 20 40 60 30 100
dij =/ Ax> + Ay?, 3) Niracks
is smaller than the radius defined by the inelastic g | | | \ \
nucleon-nucleon cross section (black disk approxima- 3 14 e Data min. bias 239531_23 AGeV |
tion): O]
] —+— Data central (PT3)
dj < o) /7. @ & * ]
e 4
Figure 1 shows an example for the spatial configuration g 1 o ¥ e “”&}W ——————————— —
of two colliding nuclei obtained with the above described del el el o | . #
procedure. In order to apply the Glauber MC model to the 0.8 g 2 g g | g ] % o
0 N - =)
relatively low centre-of-mass energies of the heavy-ion col- JOLT e + +
lisions under consideration here, several adjustments had to 0.6~ .. ﬂ —
be performed [9]. To parametrize the radial charge density §
distributions a two-parameter Fermi distribution is used: 0.4} . —
1+w(r/R)? .
p(r) = XW /R ) 02k | # -
I+exp (F) .| %
. _ bt | | | \ \
For the gold nuc}el, we use the. parameters R = 6.55 .fm and 00 20 20 60 80 100
a = 0.52 fm, which best describe the measurements in [10]. N
tracks

The parameter w, which is used to describe nuclei whose
density is lower at the centre than in the outer regions, is
here set to w = (. To make sure that two nucleons cannot
overlap in space, a new position can be reassigned to one
of them during step 2. of the above described MC proce-
dure, if their distance falls below a minimal separation dis-
tance dpiy. This is of particular importance if the Glauber
MC model is used to investigate eccentricities in the nucleon
configuration which are affected by spatial correlations be-
tween the nuclei. As value for this inter-nucleon exclusion
distance dpi, = 0.9 fm is used. While at high energies the
inelastic nucleon-nucleon cross section is only weakly de-
pendent on /s, it exhibits a rapid variation with energy in
the energy regime discussed here. Possible variations thus
constitute a significant contribution to the systematic uncer-
tainty (see sect. 4.1). Based on the data collected in [11] and
parametrized in [12] we use the following values as default:

Fig. 2 Upper panel: The Nyycks distribution for minimum bias (blue
symbols) and central (PT3 trigger, green symbols) data in comparison
with a fit using the Glauber MC model (red histogram). The centrality
classes are represented by the vertical lines. See text and table 1 for a
description of the parameters U, k and ¢. Lower panel: The ratio of
data to the Glauber MC model.

pp _ ]’]P _ . . .
0, = 26.4mband o, =21 9 mb. Asnsummg isospin sym-
metry (ie. o)) = oM and o,F, = o)), we construct the
isospin averaged nucleon-nucleon cross section for an gold

nucleus as 6\ = 23.8 mb.



J. Adamczewski-Musch et al.
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Fig. 3 The N IR distributions for the sum of TOF and RPC hits.
The upper panel shows minimum bias (blue symbols) and central (PT3
trigger, green symbols) data in comparison with the Glauber MC model
(red histogram). The lower panel shows the same for a simulation
based on UrQMD events filtered through the detailed detector simu-
lation (blue symbols) and in addition through an emulator of the PT3
trigger (green symbols). See text and table 1 for a description of the
parameters U, k and «.

3 Experimental observables

The setup of the HADES experiment is described in de-
tail in [13]. HADES is a charged particle detector consist-
ing of a six-coil toroidal magnet centered around the beam
axis and six identical detection sections located between the
coils and covering polar angles between 18° and 85°. Each

sector is equipped with a Ring-Imaging Cherenkov (RICH)
detector followed by four layers of Multi-Wire Drift Cham-
bers (MDCs), two in front of and two behind the magnetic
field, as well as a scintillator Time-Of-Flight detector (TOF)
(45° — 85°) and Resistive Plate Chambers (RPC) (18° —45°).
Hadron identification is based on the time-of-flight mea-
sured with TOF and RPC, and on the energy-loss informa-
tion from TOF as well as from the MDC tracking chambers.
Electron candidates are in addition selected via their signals
in the RICH detector. Combining these information with the
track momenta, as determined from the deflection of the
tracks in the magnetic field, allows to identify charged par-
ticles (e.g. pions, kaons or protons) with high significance. @

Several triggers are implemented to start the data acqui-
sition. The minimum bias trigger is defined by a signal in
the START detector in the beam line (CVD? diamond de-
tector). In addition, online Physics Triggers (PT) are used,
which are based on hardware thresholds on the TOF sig-
nals, proportional to the event multiplicity, corresponding to
at least 5 (PT2) or 20 (PT3) hits in the TOF. The PT3 trig-
ger covers the most central 43 % of the total cross section,
whereas the PT?2 trigger includes 72 %. Most physics anal-
yses are based on PT3 triggered data, which are further re-
stricted to the 0 — 40 % most central event class or smaller
subclasses. Events are selected offline by requiring that their
global event vertex is inside the target region, i.e. between
z = —65 mm and 0 mm along the beam axis.

For the centrality determination, currently two different
experimental observables are considered within HADES,
both of which provide a measurement of the charged
particle density close to mid-rapidity. One is the number
of tracks reconstructed with the MDCs, Nacks, While the
other is based on the summed number of hits detected by
the TOF and the RPC detectors, Nt = Niit + NiFe. The
first one has the advantage of being less contaminated by
background hits, but requires a full reconstruction of the
tracks in all MDCs. Ny,cks contains only track candidates
which do not share any space points with other tracks, whe
have a good matching of track to point position and have a
distance-of-approach relative to the global event vertex of
less than 10 mm.

4 Centrality determination

Following the assumption of the wounded nucleon
model [6], the measured charged particle multiplicity, Ny,
should on average be directly proportional to Ny To
allow for event-by-event fluctuations around this average
value, N, is sampled for each participant from a Negative

3 Chemical Vapor Deposition
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Fig. 4 The anti-correlation between the total number of hits N;om+<¢
in TOF and RPC and the impact parameter b. The different centrality
classes are indicated by the dashed lines. The upper panel is calculated
with the Glauber MC model while the lower one is obtained from sim-
ulated UrQMD events filtered through the detector simulation.

Binomial probability Distribution (NBD) with a mean u,
ie.
C(n+k) (k/k)"

Pu’k(n):F(n+l)F(k) ’ ([J,/k—l—l)’”rk’ (6)

where I' is the gamma function and the dispersion parameter

k is related to the relative width by o /u = +/1/u + 1/k. Af-
ter summing over all participants in a given event this proce-
dure yields on average the proportionality (Nen) = - (Npart) -
The parameters ¢ and k take into account the acceptance, re-

construction efficiency and resolution of the specific observ-
ables (Nch = Niracks O Mits) and are determined by a mini-
mization procedure in which the simulated N, distribution
is fitted to the measured ones.

In order to take additional, non-linear multiplicity
dependent inefficiencies into account, the value sampled
from the NBD is further folded with an efficiency function
ga)y=1-a -szm. This function models the relative varia-
tion of the efficiency for charged tracks and parametrizes the
corresponding efficiency obtained from events simulated
with the transport model UrQMD [14] filtered through
a detailed simulation of the detector response based on
GEANT?3.21 [15]. In case of N it also takes into account
the additional contribution from secondary particles pro-
duced in the detector material. Table 1 summarizes the
parameters used for the different observables. Please note
that, for N30, the individual numbers N and NS had
to be fit separately, since the two measurements are subject

to different systematic effects.

Observable Parameter

n k a
Niracks 0.24 2034 1.10-1077
NiE 020 636 1.64-107°
NEFC 0.50 29.06 1.64-107°

hits

Table 1 The fit parameters obtained for the different observables.

The upper panel of fig. 2 shows the comparison of the fit
result to the measured Niacks distribution. As illustrated by
the ratio of data to fit result in the lower panel of the figure, a
good description within 5 % is achieved for the 60 % most
central part of the minimum bias data. Also, the largest part
(i.e. most central 30 %) of the PT3 triggered events is fitted
quite well. Below these centralities the corresponding trig-
ger thresholds set in, which are not included in the presented
Glauber MC model.

For the measured Nt distribution the comparison to
the Glauber MC model is shown in the upper panel of fig. 3.
Also here a very good agreement is achieved in the same re-
gions of the cross section. The fit has also been performed
on UrQMD events, processed by the full detector simulation
and reconstruction chain, as well as an additional emulator
of the PT3 trigger (green symbols). As shown in the lower
panel of fig. 3, also the simulated data can be well described
by the Glauber MC model fit, illustrating that our central-
ity selection procedure provides a good correspondence be-
tween event classes defined in data and in models.
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Centrality Dmin bmax (b) (Npart) RMS (Npart) Uncertainties on (Npart)
Classes Model NpEeRre Niracks
0-10 % 0.00 4.70 3.14 303.0 33.1 +11.0 +12.0 +15.3
10-20 % 4.70 6.60 5.70 213.1 22.6 +11.1 +11.5 +11.5
20-30 % 6.60 8.10 7.38 149.8 18.1 +9.7 + 10.0 + 10.0
30-40 % 8.10 9.30 8.71 103.1 14.4 + 6.8 +7.5 + 8.2
40 -50 % 9.30 10.40 9.86 68.4 12.3 +6.5 +7.0 +7.7
50 - 60 % 10.40 11.40 10.91 423 10.2 + 4.7 +4.2 +4.5

Table 2 Centrality classes in fixed intervals of impact parameter byi,, — bmax for Au+Au collisions at 1.23A GeV. Listed are the mean impact
parameter (b), mean number of participants (Npart) and the RMS of the Npart distributions in the different centrality classes. Also given are the
systematic uncertainties resulting from the variation of the Glauber model parameters as described in the text. The first corresponds to a centrality
selection in the impact parameter, while in the case of the other two the fraction of the total cross section is selected from the observables Nt
or Nyacks and thus also takes into account their different sensitivities in the centrality selection.

4.1 Systematic uncertainties

The systematic uncertainties on the (Npay) determination
can be separated into two categories. On one side there are
those related to the input parameters of the Glauber MC
model itself, on the other side the different experimental
centrality estimators introduce systematic deviations to the
ideal model scenario.

To investigate systematic effects due to the model
parameters, the fits were repeated with Glauber MC
simulations based on different input parameters. The
inelastic nucleon-nucleon cross section was varied up to
oY = 30 mb, which causes a change of the extracted (N
values of around 5 %, almost independent of centrality. We
also tested the impact of different parameters for the radial
charge density distribution: the values R = 6.75 fm and
a = 0.623 fm, as well as R = 6.35 fm and a = 0.423 fm,
were used, as motivated by [16] and [17]. In comparison
to the default parameter selection this causes a variation of
(Npare) of at most 15 % for very peripheral collisions, which
decreases to 3 — 4 % for very central ones. Furthermore, the
fits were repeated with an inter-nucleon exclusion distance
of dpin = 0. It was found that this modification affects the
resulting (Npa) by not more than 3 %. The final systematic
uncertainty of (Np) from the Glauber MC model is
determined as the maximal deviation between the different
parameter sets and procedures to the default version for
each centrality.

While the above discussed systematic effects are inher-
ent of the ideal geometrical Glauber MC model implementa-
tion, additional effects have to be taken into account for the
experimental centrality estimators. On one side, these are
due to different levels of background and distortions, which
cause deviations from the ideal multiplicity estimation. On
the other side, the estimators provide different resolutions
for the event centrality due to the reconstructed event-wise
multiplicities (Nyacks 1S on average smaller than N30, be-
cause of the more stringent cuts). Therefore, (Npart) Was cal-
culated again according to the corresponding fraction of the
total cross section as determined by Nt*¢, respectively

DNiacks, 1nstead of using cuts on the impact parameter. It is
found that the resulting value of (Ny) differs by less than
1 % in the case of N ;™" from the value given in table 2.
For Nyacks @ slightly larger deviation of 3 % is observed for
the 10 % most central events, while it is 1 % in the other
centrality ranges.

4.2 Centrality classes

The above described Glauber MC model implementation
results in a total cross section for Au+Au collisions at
1.23A GeV of oA = (6833 +-430) mb. The events can
thus be categorised into centrality classes according to their
fraction of o', Using the fits shown in figs. 2 and 3
this can be translated into intervals of Nyacks, respectively
NIGe®Fe, corresponding to these centrality classes. Figure 4
shows the anti-correlation of N3o™"™ and the impact pa-
rameter b, obtained from the Glauber MC model (upper
panel) and from simulated UrQMD events (upperpaneby
Over a large part of the total cross section, a well defined
anti-correlation is visible in both, allowing a good sepa-
ration of the different centrality classes, here indicated by
the dashed lines. As illustrated in the upper panel of fig. 5,
these two anti-correlations are in very good agreement. This
demonstrates that a meaningful comparison of centrality
selected events is possible between data and model using
Nie®¢. From these anti-correlations also the resolution in
the impact parameter can be derived (see upper panel of
fig. 5). It is here defined as the ratio of the dispersion ¢
obtained with a Gaussian fit to the mean of the correspond-
ing b distribution at a given value of N;2-*". Also here,
a reasonable agreement is achieved between UrQMD and
the Glauber MC model fit. The resolution is found to be
below 15 % for all centralities, except for the very central
interval 0 — 5 %. Figure 6 shows the same comparison for
the observable Nqcks-

The distributions of the impact parameter » and num-
ber of participants Ny, for different centrality classes, as
selected by NJo:*"¢, are shown in fig. 7. The averaged val-
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Fig. 5 Upper panel: The correlations between the average impact pa-
rameter (b) and the total number of hits NJT*"¢ in TOF and RPC, as
obtained from simulated UrQMD events filtered through the detector
simulation. The error bars shown here are the Gaussian . The differ-
ent centrality classes are indicated by the dashed lines. In one case,
b is taken directly from UrQMD (blue symbols), while in the other
case (red symbols) it is derived from the Glauber MC model fit. Lower
panel: The corresponding resolution in b, defined as the ratio of the

Gaussian ¢ and the mean of the impact parameter distributions (b).
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Fig. 6 The same as in fig. 5, but for the total number of tracks Nacks
as obtained from UrQMD events, filtered through the detector simula-
tion (blue symbols), and as taken from the Glauber MC model fit (red
symbols).

ues are summarized in table 2. Even though the distribu-
tions have some overlap (the corresponding RMS values can
also be found in table 2), a clear separation of the centrality
classes is possible.

5 Conclusions

The Glauber Monte Carlo model has been employed for the
event characterization of Au+Au collisions at 1.23A GeV,
as measured with HADES at GSI-SIS18. The different
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Fig. 7 Upper panel: The distributions of the impact parameter b calcu-
lated with the Glauber MC model. The colored distributions represent
the four most central centrality classes selected by the number of hits in
the TOF and RPC detectors NJ3t**". Lower panel: The corresponding
distributions of the number of participants Npart.

experimental centrality estimators, number of reconstructed
tracks, Nyacks, and number of recorded hits in TOF and
RPC, Ni®*¢, can successfully be described by the model
fits. Based on these fits the events can thus be categorised
in different centrality classes with corresponding average
number of participating nucleons (Np.) and impact pa-
rameter (b). This procedure provides a well defined and
universal approach to determine the centrality dependences

of many observables measured by HADES, such as strange
hadron production [18], dileptons and flow patterns.
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