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A large variety of industrial and natural systems involve the adsorption of solid particles to
the fluidic interface of droplets in motion. A diffuse interface model is here suggested to directly
simulate the three-dimensional dynamics of a fluid droplet rising across a cloud of large particles.
In this three-phase model the two solid-fluid boundaries and the fluidic boundary are replaced
with smoothly spreading interfaces. A significant advantage of the method lies in the fact that the
capillary effects, the three-phase flow hydrodynamics, and the inter-particle collisions are all resolved.
We first report important numerical limitations associated with the inter-particle collisions in diffuse
interface models. In a second stage the effect of the particle concentration on the terminal velocity
of a rising fluid droplet is investigated. It is found that, in a quiescent environment, the terminal
velocity of the rising the fluid droplet decreases exponentially with the particle concentration. This
exponential decay is also confirmed by a simple rheological model.

Keywords: Diffuse interface model, rising droplet, particles at fluidic interface, direct numerical simulation,
three phase flows.

I. INTRODUCTION

A large variety of systems involve the adsorption of
solid particles to the fluidic interface of droplets in mo-
tion. Important industrial applications include the sta-
bilisation of emulsions and foams [1], the armouring of
droplets moving in capillary tubes [2], along with the re-
covery of mineral particles by rising gas bubbles [3, 4].
The encapsulation of oceanic air bubbles in a stabilising
organic film of particles is also remarkable phenomenon,
for which the addition of solid constituent drastically
changes the dynamics of a natural binary fluid system
[5]. The direct numerical simulation of such ternary sys-
tems is difficult. This can probably be attributed to the
complexity of the mechanism itself, in which capillary ef-
fects, three-phase flow hydrodynamics, and inter-particle
collisions are all intertwined. The majority of the de-
veloped three-phase models were used to primarily test
the dynamics of a single particle trapped at a planar flu-
idic interface [6–8]. Some more complex simulations were
also performed to study the re-arrangement of ellipsoidal
particles initially placed at the fluidic interface of an im-
mobile spherical droplet [9, 10]. When it comes to sim-
ulating the rise of a droplet across a cloud of particles,
scarcity becomes apparent. Only a few attempts can be
found in the literature. We cite for instance the work of
Sasic et al. [11], in which a Volume-of-Fluid method was
used to simulate the dynamics of micro droplet interact-
ing with a cloud of settling particles. Aim of this work is
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the three-dimensional simulation of a rising fluid droplet
in a multi-particle system. The fully resolved three-phase
simulations are performed using a modified diffuse inter-
face model [12], meaning that the fluidic boundary and
the two solid-fluid boundaries are replaced with smoothly
spreading interfaces. A number of formulations based on
diffuse interface models were proposed in the past [13–
16]. Yet none of them were used to simulate the a rise
of three-dimensional droplet across a dense cloud of solid
particles. After discussing the problems associated with
the use of diffuse interface models in a multi particle sys-
tem, the effect of particle concentration on the terminal
velocity of a rising droplet is studied.

II. SIMULATION MODEL

A. Binary fluid mixture

Suppose a ternary system, in which a dispersed solid
constituent representing the particle cloud is immersed
in a binary fluid mixture. A schematic of the refer-
ence ternary system presently investigated is illustrated
in Figure 1. The capital letter “S” is hereafter intro-
duced to denote a quantity associated with the solid con-
stituent. The field φS(x, t), where x is the spatial coor-
dinate and t the time, denotes for instance the volume
fraction of the solid constituent. The binary fluid mix-
ture separates into its two immiscible fluid constituents
“A” and “B”. The constituent A represents the host fluid
and the constituent B the fluid inside the droplet. In a
similar fashion, the two volume fractions φA(x, t) and
φB(x, t) are also introduced. The separation of the bi-
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Fluid constituent A

Fluid constituent B

Solid constituent S

FIG. 1. Schematic of the reference ternary system represent-
ing a fluid droplet B rising in the host fluid A. The particles
of the solid constituent S adsorb at the fluidic interface of the
binary fluid.

nary fluid mixture into its two constituents is driven by
the minimisation of the free energy

F =
kBT0

v0

∫
V
f(φA, φB, φS) dx (1)

where V is the region of space occupied by the ternary
system, kB the Boltzmann constant, T0 the temperature,
v0 a reference unit volume, and f the free energy den-
sity scaled by the reference value e0 = kBT0/v0. The
formulation recently suggested by the same authors is
here retained for the free energy density [17, 18]. The
reader is referred to the Appendix A for its exact for-
mulation. Because of the phase summation constraint
φA + φB + φS = 1 the free energy density is rewritten
as f(ψ, φS), where this new order parameter is defined
as ψ(x, t) = φA − φB. This latter is updated in time
according to the modified Cahn-Hilliard equation [14]

∂ψ

∂t
+∇ ·

[
ψu−M (I− nS ⊗ nS) · ∇µ

]
= 0 (2)

where M is the mobility, I the unit tensor, nS =
−∇φS/|∇φS| the local unit vector normal to the surface
of the solid particle, and µ(ψ, φS) = δF/δψ the chemical
potential. Away from the particle diffuse interface the
outer product nS ⊗ nS is set to the zero tensor.

B. Solid constituent

The solid particle cloud forming the solid constituent
S is decomposed into a number NS of spherical particles
with identical radius rS. The lower-case letter s ∈ S is
hereafter used to denote a quantity associated with the
s-th Lagrangian particle. As one moves from the inner
particle region to the outer region, the volume fraction
φs of the s-th particle smoothly transition from unity to
zero. A number of smooth profiles are suggested in ref-
erence [19]. A truncated hyperbolic function, associated

with the interfacial distance ξS and the cut-off length ξc,
is presently used to represent the spherical shape of each
particle. The exact mathematical expression for φs(x, t)
can be seen in Eq. (B1) of the Appendix. Note that,
the cut-off length is primarily introduced to speed up
the calculation time. It reduces the number of times the
hyperbolic function is called. The total volume fraction
of the solid constituent is then given by

φS(x, t) =
∑
s∈S

φs. (3)

C. Hydrodynamics

The total velocity field is resolved using the “smooth
profile method”, which essentially uses a Cartesian grid
to solve the Navier-Stokes equations. In this method the
total velocity field is decomposed as u = (1− φS)uAB +
φSuS, where the first term is the velocity field of the
binary fluid and the second term the solid velocity field.
This latter is defined as φSuS =

∑
φs[Vs+Ωs×(x−Xs)].

Further reading on the smooth profile method can be
found in the reference section [19, 20]. The total velocity,
which satisfies the incompressibility condition ∇ · u = 0,
is here given by solving the modified momentum equation

ρ

[
∂u

∂t
+ (u · ∇) u

]
= ∇· [−pI + σv]+ρφSfS+fc+fg (4)

where σv is the viscous stress tensor. The first addi-
tional term fS on the right hand side of Eq. (4) en-
forces the particle rigidity. Its exact formulation can be
found in the original development of the smooth pro-
file method [19, 20]. The second capillary term is given
by fc = −ψ∇µ − φS∇µS, where µS = δF/δφS [17].
The third gravity term is given by fg = (ρ − ρavg)g.
The substraction by the space averaged density ρavg =∫
ρ(x, 0)dx/

∫
dx was previously suggested for buoyancy-

driven droplet flows in a periodic domains [21]. The total
density and viscosity fields are given by

ρ(x, t) = φA(x, t)ρA + φB(x, t)ρB + φS(x, t)ρS (5)

η(x, t) = φA(x, t)ηA + φB(x, t)ηB + φS(x, t)ηS (6)

where the constants ρi=A,B,S and ηi=A,B,S are the re-
spective user-defined density and viscosity of each con-
stituent.

D. Multi-particle dynamics

The hydrodynamic force Fhyd, the capillary force Fcap,
the collision force Fcol, and an external force Fext acting
on each particle are presently retained. The equations
for the translational velocity Vs = dXs/dt, where Xs is
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the position of the s-th particle centre of mass, and the
rotational velocity Ωs are given by [22]

ms
dVs

dt
= Fhyd + Fcap + Fcol + Fext (7)

Is
dΩs

dt
= Thyd + Tcap (8)

where ms is the particle mass, Is the diagonal inertia ten-
sor, Thyd the hydrodynamic torque, and Tcap the capil-
lary torque. The hydrodynamic and the capillary compo-
nents are directly resolved. Their values are calculated
by using a momentum conservation between the solid
constituent and the binary fluid mixture. A detailed de-
scription of the force and torque calculations can be seen
in the references [17, 18].

1. Depletion layer adjacent to the particle boundary (S1)

The reference system presently studied is composed of
a binary fluid mixture, whose fluid constituents A and B
are ideally separated by a sharp interface, and by multi-
ple hard-sphere solid particles S with precise radii rS. In
this work, however, the three interfaces A/B, A/S, and
B/S are no longer sharp but are replaced with smoothly
spreading interfaces, whose thicknesses are user-defined
(Figure 2). The thicknesses are here set to impose the
surface energy. As one moves from the particle inner re-
gion to the host fluid constituent A, the order parameter
ψ smoothly transitions from zero to unity. This leads to
the formation of a depletion layer across the solid particle
boundary (Figure 2a). In a multiple particle system, as

rij/rS = 4

a. |Fsr
cap| = 0

r S

rij/rS = 3

b. |Fsr
cap| > 0

ψ = 0.4

0.0

0.2

0.4

0.6

0.8

1.0

ψ

FIG. 2. Depletion layers adjacent to the boundaries of two
solid particles immersed in the host consistent A (a). The two
particles are pinned. Upon a close encounter, the depletion
layers deform and the two particles attract each other because
of a short-range capillary force Fsr

cap (b).

is the case here, this depletion layer might induce an un-
desired capillary attraction. As two particles come close
to each other, their respective depletion layers tend to
locally deform (Figure 2b). Subsequently, a short-range
capillary force Fsr

cap arises. This scenario, reminiscent of
the liquid bridge bonding particles together [23, 24], is an
inevitable disadvantage occurring when working with a
diffuse interface model. The distance, at which the short-
range capillary force activates, has here a value compa-
rable to that of the particle size and so an affordable

computational cost is achieved. This short-range attrac-
tion distance could be further reduced by using a finer
grid resolution and then setting a smaller ratio of the
interfacial thickness to the particle radius ξ/rS. Coun-
teracting this short-range capillary attraction is a cen-
tral aspect of this work. We here suggest to implement
the repulsive collision force acting on the i-th particles as
Fcol = −(Fsr

cap + ∇Uij), where Fsr
cap is calculated using

a preliminary set of simulations (detailed in the result
section) and Uij is a truncated Lennard-Jones potential
[25]. The potential takes the form

Uij =

 4ε

[(
σ
rij

)12
−
(
σ
rij

)6]
if rij < rc

0 elsewhere

(9)

where ε is the depth of the potential well, rij = |Xi−Xj |
the separation distance between the centre of masses of
the i-th and the j-th particles, σ = 2rS+ξc the distance at
which the inter-particle potential equates zero, and rc =
21/6σ the cut-off distance. The truncation suppresses the
attractive part of the potential.

III. RESULTS

The governing equations were implemented in their
non-dimensional form using the Reynolds number Re, the
Peclet number Pe, the capillary number Ca. These three
non-dimensional numbers are defined as

Re =
ρ0U0L0

η0
, Pe =

U0L0

D0
, Ca =

η0U0

γ0
(10)

where ρ0 = ρA and η0 = ηA are the density and the
viscosity of the host fluid constituent A. The reference
velocity is set to U0 =

√
gL0. The reference length is

defined as L0 = ξ, the diffusion coefficient as D0 = e0M ,
and the reference surface tension as γ0 = e0L0. This
non-dimensionalisation is similar to that used in previ-
ous studies on phase separation [26, 27]. For the sake of
conciseness, the procedure implemented to solve the gov-
erning equations is deliberately omitted. The detailed
description is presented in references [17, 18]. The only
difference is that a successive over-relaxation method is
here employed to solve the Poisson equation. Note that
this solver along with some of the discretisation schemes
used in the advection Eq. (2) are not optimal. The im-
plementation of more a advanced numerical procedure
[28] is however well involved. Using the present im-
plementation, a capillary number down to Ca = 10−2

and a fluid density ratio up to ρA/ρB = 40 can be
achieved. The resulting droplet Reynolds and Eötvös
numbers are calculated, based on the droplet radius rb, as
Reb = ρArb

√
grb/ηA = 1.29 and Eob = ρAgr

2
b/γ0 = 0.33

for all subsequent simulations. These two numbers, com-
monly used to characterise the shape of rising gas bub-
bles in water [29], confirm that the rising droplet remains
spherical throughout the simulations, thereby avoiding
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Binary fluid mixture Solid constituent Collision Numbers Grid

ξA/ξ ξB/ξ χ ρA/ρB ηA/ηB rb/ξ ξS/ξ ξc/ξ ρS/ρA ηS/ηA rS/ξ NS σ/ξ ε/(γ0ξ
2) Pe Re Ca ∆/ξ N

S1 1 1 8/3 [1-40] 1 21.3 - - - - - 0 - - 1 0.01 0.05 1 1283

S2 1 1 8/3 - - - 3 3.6 1 1 5 2 13.6 0.5 1 0.01 0.05 1 1283

S3 1 1 8/3 10 1 25.6 3 3.6 1 1 5 [0-100] 13.6 0.5 1 0.01 0.05 1 1283

S4 1 1 8/3 10 1 25.6 3 3.6 1 1 5 [0-300] 13.6 0.5 1 0.01 0.05 1 1283

TABLE I. Parameters used in the simulation sets. The term ∆ is the size of a grid element and N the number of grid nodes.

the ellipsoidal bubble regime. All the subsequent results
are presented for two-dimensional and three-dimensional
test cases.

A. Rising droplet in the absence of particles (S1)

First the terminal velocity of a rising droplet in a peri-
odic domain is validated (Simulation set S1). There are
no particles in the system. The input parameters used
in the simulation set S1 are shown in Table I. In the
Stokes regime, i.e. at low droplet Reynolds and Eötvös
numbers, the spherical droplet slightly deforms during
its ascension. This allows us to compare the simulated
droplet terminal velocity Usim

b =
∫
φBudx /

∫
φBdx with

its theoretical counterpart Uth
b [30, 31]. The derivation

of the theoretical terminal droplet velocity is described
in Appendix C. Figure 3 shows the error in the droplet
terminal velocity as a function of the fluid density ratio.
It is seen that a remarkable agreement is achieved for
ρA/ρB > 10. An error below 5% is achieved in a two-
dimensional domain. In a three-dimensional domain the
error fall below 7%. Note that the error is also depen-
dent on the interfacial thicknesses ξ, ξA, and ξB [19]. Al-
though it not shown here, the deformation of the droplet
was found to compare qualitatively well with the data of
Hysing et al. [32] at higher Capillary numbers.
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FIG. 3. Error in the terminal velocity of a rising spherical
bubble in the absence of particles. Periodicity is enforced on
all side boundaries of the domain.

B. Rising droplet in the presence of particles

1. Calculation of the short-range capillary force (S2)

At this stage the short-range capillary force Fsr
cap is

still unknown. Hence a second of set of simulations S2,
in which two pinned particles are immersed in the host
fluid constituent A, is performed. As seen in Table I,
the depth of the potential wall ε is arbitrarily set to a
constant value throughout the subsequent simulations.
Figure 4 shows the evolution of the short-range capillary
force calculated as a function of the particle separation
distance rij − 2rS. It is seen that the short-range capil-
lary force decays exponentially with the separation dis-
tance. This finding is in-line with previously reported
data [14]. The magnitude of the repulsive force −∇Uij ,
derived from the Lennard-Jones potential in Eq. (9), is
also shown.

FIG. 4. Short-range capillary force Fsr
cap calculated as a func-

tion of the normalised particle separation distance rij . The
two particles are pinned and immersed in the fluid constituent
A. The repulsive force −∇Uij is also shown.

2. Suppression of the clustering effect (S3)

The effect of the corrected collision force Fcol =
−(Fsr

cap +∇Uij) on a multi-particle system is here briefly
tested in the simulation set S3. At the initial time t = 0,
the particles are randomly placed in the host fluid con-
stituent A and the droplet is placed at the centre of the
domain. The particles have the same density as that
of the host fluid, i.e. ρS/ρA = 1. Figure 5 shows the
effect of the corrected collision force on a multi-particle
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system. In case (a), the collision force is too weak to over-
come the short range capillary force, hence particle clus-
tering occurs. In case (b), the clustering is suppressed.
As expected the particles are eventually collected at the
fluidic interface of the rising droplet. After the rising
droplet is completely armoured, the surrounding parti-
cles suspended in the host fluid constituent A circumvent
the rising particle-droplet aggregate. It is seen that a
small surface-to-surface particle separation distance per-
sists throughout the simulation. This separation distance
could be reduced by reducing the length of the interfa-
cial thicknesses while increasing the grid resolution. But
the price to pay would be a significant increase in the
computational cost.
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-0.2
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ψ

FIG. 5. Effect of the corrected collision force in a multi-
particle system. In subfigure (a) clustering occurs as opposed
to subfigure (b). The solid lines correspond to the reference
particle radius rS and the dashes lines to the collision radius
σ/2 associated with the potential Uij .

3. Effect of particle concentration (S4)

In the simulation set S4, the number of particles sus-
pended in the domain is varied. Figure 6 shows the
three-dimensional rising droplet at low total solid frac-
tion (a) and at high solid fraction (b). An animation
of the simulation can be found in the supplementary
files. The fluidic interface of the droplet is defined as
the iso-surface ψ = 0. The mean bubble velocity and its

FIG. 6. Snapshot of the three-dimensional rising bubble in a
multi-particle system. Sub-figure a: low particle concentra-
tion, sub-figure b: high particle concentration

deviation are then calculated as a function of the num-
ber of particles. The statistics are averaged over two
flow-through times, with one flow-through time being
the time it takes for the droplet to traverse the domain
height. Figure 7 shows the terminal velocity of the ris-
ing droplet as a function of the solid concentration in the
host fluid. The concentration of the solid constituent sus-
pended in the host fluid, which essentially is a conversion
of the number of particles suspended in A, is calculated
as 〈φS〉 =

∫
φSdx/

∫
φAdx. It is found that the terminal

velocity Ub of the droplet decreases exponentially with in-
creasing solid concentration. This decrease is backed up
quantitatively by the recent numerical and experimental
observations [33, 34]. For illustration purposes, an expo-

0.0 0.1 0.2 0.3 0.4 0.5

Solid fraction 〈φS〉
0.0

0.2

0.4

0.6

0.8

1.0

U
b
/U

0 b
(a) 2D

Mean values

Exponential fit

Semi-empirical

0.00 0.05 0.10 0.15 0.20 0.25

Solid fraction 〈φS〉

(b) 3D

Mean values

Exponential fit

Semi-empirical

FIG. 7. Effect of the solid concentration in the host fluid on
the terminal velocity of a rising bubble in the Stokes regime.
The standard deviation of the mean bubble velocity is about
as large as the symbols. The semi-empirical expression, ob-
tained with λ0 = 4 and λ1 = 12, is extrapolated beyond its
range of validity.

nential fit was added to the figure. The exponential fit
takes the form Ub/U

0
b = 1−α(1−e−〈φS〉/β), where α and

β are two best-fit values, and U0
b equates the terminal ve-

locity of the droplet in the absence of particles. With the
present best-fit function, the droplet velocity ratio equals
unity for 〈φS〉 = 0. With higher solid fraction, i.e. for
〈φS〉 → 1, the droplet terminal velocity converges to the
constant value Ub/U

0
b = 1−α. In the present simulations,

α equates a value close to unity. It may however take a
greater value, should the bubble move down because of
the gravity. A direct comparison with data taken from
the literature is difficult because the few available stud-
ies consider the rising of highly deformable air bubbles
in water [34]. The simulations are here performed with a
smaller density ratio. Based on a the rheological model of
Hooshyar et al. [33], we derive semi-empirical values for
the terminal droplet velocity rising across a suspension of
particles. In the semi-dilute regime, i.e. for 〈φS〉 < 0.25,
the apparent viscosity of the suspension A/S takes the
polynomial form

ηAS

ηA
= 1 + λ0〈φS〉+ λ1〈φS〉2 (11)

where 1.5 < λ0 < 5 and 7.35 < λ1 < 14.1 [35]. In
the dilute regime, restricted to 〈φS〉 < 0.02, the above
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equation simplifies to the well established analytical ex-
pression ηAS/ηA = 1 + 2.5〈φS〉 [36]. By substituting the
viscosity of the host fluid in Eq. (C1) with the apparent
viscosity ηAS, a semi-empirical terminal velocity can be
estimated. While this semi-empirical value does not take
into account the particle attachment to the fluidic inter-
face of the rising droplet, it does confirm the exponential
decay presently observed.

IV. CONCLUSIONS

A diffuse interface model was suggested to directly
simulate the dynamics of a rising droplet in the pres-
ence of large particles. A significant advantage of the
method lied in the fact that the capillary effects and
the three-phase flow hydrodynamics were all resolved.
An appropriate repulsive inter-particle collision force was
suggested to counteract the short-range capillary attrac-
tion caused by the depletion layer adjacent to the parti-
cle boundary. This short-range capillary attraction, even
though its effect can be diminished with a finer grid res-
olution, is inevitable when employing a diffuse interface
model. In a second stage the effect of the particle concen-
tration on the terminal velocity of a rising fluid droplet
was investigated. It was found that, in the Stokes regime,
the bubble terminal velocity decreases exponentially with
the particle concentration. Further work will include an
appropriate extension of the current model to achieve
large density and viscosity ratios similar to those ob-
served in industrial air-water systems.
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Appendix A: Free energy density

This free energy density is given by

f = fbulk +
ξ2

2

∣∣∇(φA − φB)
∣∣2

+
ξ2A
2

∣∣∇(φA − φS)
∣∣2 +

ξ2B
2

∣∣∇(φB − φS)
∣∣2 (A1)

where fbulk = φA ln(φA)+φB ln(φB)+χφAφB is the bulk
contribution and χ a parameter describing the affinity
between the two fluid constituents. The three tunable
interfacial length scales ξ, ξA, and ξB preceding the gra-
dient terms are introduced to control the particle wetta-
bility.

Appendix B: Smooth particle profile

The following mathematical function is used to repre-
sent the spherical shape of the s-th particle

φs(x) =


1 if |`s| < rS − ξc

2

0 if |`s| > rS + ξc
2

1
2 tanh

(
rS−|`s|
ξS/2

)
+ 1

2 elsewhere

(B1)
where rS is the particle radius, `s(x) = x −Xs the dis-
tance vector from the centre of mass Xs of the s−th
particle to the spatial coordinate x, and ξc the cut-off
length.

Appendix C: Theoritical terminal bubble velocity

The theoretical terminal velocity U th
b of a spherical

bubble with radius rb rising in a cubic periodic domain
is calculated as

U th
b |3D

|Fext|/(6πηArb)
= 1− 1.7601c1/3 + c− 1.5593c2 (C1)

where c =
∫
φBdx/

∫
dx is the fraction of space occupied

by the bubble volume and Fext = (ρB − ρA)g
∫
φBdx is

the external buoyancy force [30]. In a two-dimensional
periodic square domain, the theoretical terminal velocity
is given by

U th
b |2D

|Fext|/(4πηAL0)
= −0.5 log(c)− 0.738 + c (C2)

The above expressions are valid for c < 0.25 [31].
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