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We report on the non-equilibrium monopole dynamics in the classical spin ice Dy2Ti2O7 detected
by means of high-resolution magnetostriction measurements. Significant lattice changes occur at the
transition from the kagome-ice to the saturated-ice phase, visible in the longitudinal and transverse
magnetostriction. A hysteresis opening at temperatures below 0.6 K suggests a first-order transition
between the kagome and saturated state. Extremely slow lattice relaxations, triggered by changes
of the magnetic field, were observed. These lattice-relaxation effects result from non-equilibrium
monopole formation or annihilation processes. The relaxation times extracted from our experiment
are in good agreement with theoretical predictions with decay constants of the order of 104 s at
0.3 K.

Magnetically frustrated materials are the subject
of intense research due to inherently competing in-
teractions, large ground-state degeneracy, the appear-
ance of exotic states, such as spin-ice and spin-liquid
phases [1, 2], deconfined fractionalized excitations (mag-
netic monopoles) [3], non-stationary processes [4–6], and
unusual spin dynamics [7–13]. However, an analysis of
the long-term non-equilibrium processes at low fields has
not been sufficiently elaborated, compare [11].

Prominent examples of frustrated magnetic systems
are the pyrochlore oxides A2B2O7, with a trivalent rare-
earth ion A3+ and a tetravalent ion B4+. Especially
in the pyrochlores with Dy or Ho on the A site, many
different exotic states have been revealed. The single-
ion ground state can be treated as an effective spin-half
state [14]. The two-ion interaction is very well described
by the dipolar spin-ice model [15] which includes dipo-
lar and exchange interaction that result in an effective
ferromagnetic nearest-neighbor interaction. These inter-
actions, together with strong magnetic anisotropy due
to crystal-electric-field (CEF) effects, favor the highly
degenerate spin-ice configuration: two spins point into
and two spins point out of each tetrahedron (“2-in-2-
out”) [16]. The excitations of this arrangement to “3-in-
1-out” or “1-in-3-out”can be interpreted as the creation
of magnetic monopole-antimonopole pairs [3].

The study of thermally activated spin dynamics in
Dy2Ti2O7 via ac-susceptibility or magnetization is the fo-
cus of numerous publications [12, 17–26] because these
slow dynamic effects are directly connected to the ki-
netics and interactions of these monopoles. In detail, a
sharp increase of the relaxation times at temperatures
below 1 K was reported and attributed to the Coulomb-
gas character of charged particles (monopoles) forming a

network of ‘Dirac strings’. This blocks the monopoles in
metastable states [27–29]. The temperature-dependent
non-equilibrium dynamics was analyzed theoretically in
Ref. [30]. Field-dependent magnetic investigations which
also resolve the monopole dynamics in the kagome-ice
state or in the saturated spin-ice in relation to the crys-
tal lattice are, although of great interest [31], rather rare
and, therefore, are the main topic of this report.

Several theoretical [32–41] and experimental studies [5,
6, 42] have investigated the magnetoelastic coupling in
pyrochlore systems. As frustration is highly dependent
on the symmetry of the lattice, distorting the lattice can
relieve the frustration. The spin-ice state was shown to
be stable under hydrostatic pressure [42]. Likewise lifting
the degeneracy of the frustrated state by a magnetic field
could also influence the lattice.

In ultrasound measurements on Dy2Ti2O7, dramatic
non-equilibrium effects were found: thermal runaway as-
sociated with monopole avalanches [5]. In the magneti-
zation, these kinds of avalanches also exist [43]. Apart
from these short-time-scale effects, an increase of the
time scale of the internal dynamics has been observed
in various measurements on spin ice, such as in ac sus-
ceptibility [12, 17–24, 26, 44], magnetization [11, 20, 43],
the magnetocaloric effect [45], thermal conductivity [46],
and heat capacity [47]. Most of these measurements were
performed quenching the sample from low fields to zero.
From theory, another kind of non-equilibrium effect when
quenching the field from the monopole-rich saturated-ice
or kagome-ice phase towards the spin-ice phase with only
a few monopoles was suggested. Both, short- and long-
time annihilation processes have been proposed in the
theory work of Mostame et al. [31]. In experiment, a slow
relaxation process has been reported to occur [11]. These
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investigations, however, were performed only at very low
magnetic fields. In our studies, on the other hand, we
investigate in detail non-equilibrium processes at higher
fields, in the kagome-ice state, and, thereby, validate the
theoretically proposed slow dynamics due to a dynami-
cal arrest owing to the appearance of field-induced energy
barriers to monopole motion [31].

In detail, we observed extremely slow lattice-relaxation
processes which can be directly connected to the gener-
ation and annihilation of monopole/antimonopole pairs
in magnetic field. These macroscopic lattice changes
allow us a direct insight into the microscopic spin dy-
namics. Via magnetoelastic coupling we can indirectly
resolve the relevant minute magnetization changes with
extraordinary high resolution.

Single crystals of Dy2Ti2O7 were grown by the
floating-zone technique [48] and oriented along the re-
quired crystallographic axes using x-ray Laue diffraction.
On the role of disorder, data obtained at these single
crystals were published in [10, 25]. The crystals used
for the experiments were oblate cuboids of dimensions
∼3 × 2 × 1 mm3, for which a demagnetization factor
of about 0.7 for fields along the shortest dimension was
deduced.

For the measurements, we used a capacitive dilatome-
ter [49] that was mounted on a probe placed in a sorb-
pumped 3He-cryostat reaching temperatures down to
0.3 K. The estimated magnetic-field misorientation is less
than ± 3 degrees.

For accurate monitoring and control of the dilatometer
and sample temperature we used a Cernox and a RuO2

thermometer (below 1 K). Both thermometers were
attached to the dilatometer cell close to the sample.
The temperature stability is of crucial importance,
since in earlier experiments [5, 11, 43] magneto-thermal
avalanches ramping down the field to zero and an
increase of sample temperature by field sweeps were
observed. In our experiment we found an increase of the
temperature by 10 mK during the field sweeps. After
300 s waiting time, the temperature had completely
stabilized.

First, we focus on the (static) low-temperature mag-
netostriction curves displayed in Fig. 1. Sweeping the
field up at lowest temperature of 0.3 K in longitudinal
geometry, the crystal contracts at first until it reaches
a minimum at around 0.8 T, then expands up to about
1.3 T. Upon further increasing the field, it contracts
again reaching a local minimum and turning again to ex-
pand linearly with increasing field with a slope of about
1× 10−5 T−1. Sweeping further up in field, there is no
sign of saturation up to 10 T (not shown). Our mean-
field calculations using a model described in [50] and the
software package McPhase [51] show [Fig. 1(c)] that the
longitudinal magnetostriction changes are caused by ex-

FIG. 1. Field dependence of the relative sample-length change
parallel and perpendicular to a magnetic field applied along
the [111] direction at various temperatures: (a) longitudi-
nal magnetostriction, (b) transversal magnetostriction. The
curves are offset for clarity. (c) Model calculation of longitu-
dinal magnetostriction at 0.3 K

.

change striction and CEF striction effects stemming from
mixing in the higher CEF terms. Note, that the relax-
ation processes due to monopole dynamics discussed be-
low are dominated by exchange striction effects. The
magnetostriction in transversal geometry is of roughly
the oppositive character. All magnetostrictive effects are
on the order of 10−5, well above the noise level of about
10−7. There is a distinct anomaly at about 1.3 T. The
following decrease/increase of the sample length is mag-
netically caused by exchange (Note: The experimental
data are related to the external field, the internal field is
lower, see below). It corresponds to the first-order tran-
sition between the kagome and “3-in-1-out” state [52] in
good agreement with our own simulations. In the follow-
ing, we will only discuss the results obtained in longitu-
dinal geometry. The transverse magnetostriction shows
similar relaxation phenomena as discussed below.

In the kagome-ice region, we observe a clear hysteresis
below 0.6 K (Fig. 1). It must be assumed that exten-
sive dynamic effects are present in this area and that the
sample is not in an equilibrium state in this range.

Some typical relaxation data for Dy2Ti2O7 in longi-
tudinal geometry are shown in Fig. 2 for various tem-
peratures. These plots display the changes in sample
length as a function of time; Figure 2(a) shows the data
after rapid (1 T/min) reduction of the magnetic field,
Fig. 2(b) those after field increase. While decreasing the
field [Fig. 2(a)], the lattice contracts quickly, but even
after we stop the field sweep, the lattice still continues to
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FIG. 2. Typical time dependence of the relative sample length
of Dy2Ti2O7 in longitudinal geometry H‖∆L/L at various
temperatures (a) sweeping the field quickly from 1.25 down
to 0.75 T and (b) sweeping from 0.90 up to 1.00 T.

contract very slowly. For 0.3 and 0.45 K, even after 1 h
no steady state is reached. At 0.6 K, the lattice changes
stop after about 600 s, i.e., the lattice relaxation is slower
at lower temperatures. We found corresponding behav-
ior for increasing fields [Fig. 2(b)]. During the sweeps,
the lattice expands quickly and continues to do so very
slowly even after stopping the sweep. Again, we observe
much longer time scales of the lattice relaxation the lower
the temperature.

In order to analyze the data quantitatively and to ob-
tain more insight into the non-equilibrium dynamics in-
volved, we need some model to describe the relaxation
time. It seems reasonable that some exponential decay
law should be adequate to describe the data, but the
exact form is not a priori known. Therefore, we per-
formed a long-time relaxation measurement (10 h, Fig. 3)
to better resolve the decay law. The field was swept from
1.25 to 0.75 T at 0.3 K.

Possible models would be a simple exponential decay
with one relaxation time

(∆L/L)(t) = (∆L/L)∞ +Ae−(t−t0)/τ , (1)

or a stretched-exponential decay

(∆L/L)(t) = (∆L/L)∞ +Ae−((t−t0)/τ)
β

, (2)

where τ is the relaxation time, β an exponent describ-
ing the relaxation-time distribution, (∆L/L)∞ the rela-
tive sample-length change for t→∞, and (∆L/L)∞+A
gives the value of (∆L/L) at t = t0, with t0 usually set to
zero. The data were described using the free parameters
A, (∆L/L)∞, and τ for both equations and additionally
β for the stretched-exponential fit. We found that sim-
ple exponential decays using Eq. (1) deviate significantly

FIG. 3. Long-time change of the sample length after a quick
field sweep from 1.25 to 0.75 T and fit lines using different
models to describe the data.

from the data, either at the beginning or at the end of
the relaxation process (dashed and dotted lines in Fig. 3,
respectively). On the other hand, the stretched expo-
nential fit provides a much better match to the data in
the whole time range (red line in Fig. 3). The stretched-
exponential model describes the data best for β = 0.4
and τ = 5500 s .

A model with two relaxation times τS and τL to dis-
tinguish between free and bound monopoles, as proposed
in [20], describes our data less well, although even more
parameters are used. Indeed, the stretched-exponential
model is better motivated: Firstly, we observed that
any exponential-decay fit saturates too early and should
be stretched over longer times. Secondly, applying the
model [Eq.(2)] is justified by the existence of the mutual
interactions of the magnetic monopoles as suggested by
theoretical investigations of the spin-ice model [31, 53].
Indeed, this model leads to a distribution of relaxation
times. In particular, the formation of incontractable
monopole-antimonopole pairs might lead to a slowing
down of the dynamics.

In the following, we fixed β to 0.4 and used Eq. (2) to
describe our lattice-relaxation data (such as those shown
in Fig. 2). The error bars were estimated by varying β by
±0.2 and checking whether the data could be described
with another set of A and τ .

Figure 4 shows the field dependence of the extracted
relaxation times of Dy2Ti2O7 after rapidly decreasing
[Fig. 4(a)] and increasing the field [Fig. 4(b)]. The
longest relaxation times were measured in the field
region between 0.5 and 1.0 T. Non-equilibrium dynamics
could not be observed at fields below 0.2 T or above
1.3 T. The time scales of the relaxation are up to hours
at 0.3 K and a few minutes at 0.6 K. Above 0.7 K, no
relaxation could be found. This matches approximately
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FIG. 4. Field dependence of the relaxation times of Dy2Ti2O7

at various magnetic fields in longitudinal geometry H‖∆L/L
after (a) reducing and (b) increasing the magnetic field
quickly with 1 T/min. The final external field is shown on
the bottom axis. The initial field was always (a) 0.5 T higher
and (b) 0.1 T lower than the final field. The internal field
after demagnetization correction is labeled on the top axis for
the external fields 0.5, 1.0, and 1.5 T.

FIG. 5. Contour plot of the relaxation time of Dy2Ti2O7

in the phase space of temperature and internal field with
long relaxation times in blue and short relaxation fading to
lighter colors. The relaxation times are taken from the quench
experiments summarized in Fig. 4. Note the exponential
scale of the color code. For comparison, transitions extracted
from specific-heat and magnetization data [52] are included
as dashed line.

the spin-freezing temperature of about 0.6 K [54]. The
extremely slow spin dynamics, therefore, is only present
in the kagome-ice region below the saturated-ice phase
[52, 55].

Finally, we summarize the relaxation times of our
field-quench experiments in a phase diagram of temper-

ature and internal field (corrected for demagnetization
effects) in Fig. 5. The internal field is calculated
using Bint = µ0(H − NM), where µ0H is the applied
field, N the demagnetizing factor, and M the known
magnetization [56]. In accordance with the known
phase diagram of Dy2Ti2O7 extracted from specific-heat
and magnetization data [52], the lattice relaxation is
only observed below the transition from the kagome-ice
to saturated-ice phase (dashed line in Fig. 5). The
temperature-dependent relaxation time decreases with
increasing temperature. The longest relaxation times are
found in the kagome-ice phase at low temperatures. The
region of our measurable times (minimum 30 s) extends
to 0.6 K, the spin-freezing temperature [19]. At higher
temperatures the relaxations could no longer be resolved.

To discuss the experimental facts, the field-quench
experiments make the dynamics of thermally activated
monopoles in the kagome phase of spin-ice compounds
experimentally accessible. The magnetostriction is a
highly sensitive probe to study the monopole dynamics,
specifically in the kagome-ice state. Our investigations
on Dy2Ti2O7 evidence the dynamical behavior in spin ice
as it has been modeled in theory with monopole “3-in-
1-out” or “1-in-3-out” excitations from the ground-state
configuration of “2-in-2-out” [30, 31]. In particular, a
significant increase of the time scales of these dynamics
at temperatures below 0.6 K has been found. A number
of publications deal with the spin dynamics of pyrochlore
compounds, specifically in Dy2Ti2O7 [20, 31, 43]. Dy-
namic effects apparently of the same origin and with a
similar time scale below 1 K were observed in magne-
tization and magnetic ac-susceptibility (105 s at 0.3 K
in [20, 43]), and predicted from theory [31] as well.

Many earlier investigations show dynamic effects be-
low 1 K on the same order of magnitude as the lattice
relaxation and probably having the same origin. Our
results confirm that the crystal lattice is active in the
magnetic relaxation processes and directly reflects this
relaxation. One would expect different relaxation times
for rising and falling magnetic fields. According to [31],
the formation of monopole-antimonopole pairs in increas-
ing fields should lead to a shorter time constant, whereas
the annihilation of monopole-antimonopole pairs in de-
creasing field is a slower process due to rearranging of
dimers. Remarkably, within experimental error, the ob-
served relaxation times for decreasing and increasing field
are of the same order of magnitude. Pinning effects at
impurities [57], which could slow down the free movement
of monopoles during the creation process, are a possible
reason for this behavior. This issue needs further inves-
tigations. Our measurements also show an increase of
the relaxation times especially in the kagome-ice phase
where we could follow the monopole dynamics over long
time periods. This is in reasonable qualitative agreement
with theoretical predictions [31]. The microscopic pic-
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ture is that monopole-antimonopole pairs (“3-in-1-out”
or vice-versa configurations) on neighboring tetrahedra
form stable bound pairs, that can neither annihilate nor
move away from each other due to their mutual interac-
tion. Therefore, the monopole mobility or spin-flip rate
is reduced. Consequently, the probability of the annihila-
tion of monopoles is suppressed and it takes a long time
for this process to happen. The monopole movement
(spin flips) might be suppressed at defect sites of the
lattice slowing down the intrinsic dynamics [57]; this was
suggested to explain the difference between the long-time
thermal relaxation in specific-heat measurements [47] in
comparison to other experiments [58, 59].

In summary, we have shown dilatometric results of the
lattice relaxation due to monopole dynamics in the classi-
cal spin ice compound Dy2Ti2O7. The lattice relaxation
follows a stretched-exponential law with temperature-
and field-dependent relaxation times τ . The analyzed
field dependence of the relaxation, here presented for the
first time using mangetostriction, illustrates the differ-
ent character of the individual states. Extremely long
relaxation times were observed in the kagome-ice. Our
results fit well to the behavior expected from theoretical
considerations.
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