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Abstract

We present EZ, a novel current deposition algorithm for particle-in-cell (PIC)

simulations. EZ calculates the current density on the electromagnetic grid due

to macro-particle motion within a time step by solving the continuity equation

of electrodynamics. Being a charge conserving hybridization of Esirkepov’s

method and ZigZag, we refer to it as “EZ” as shorthand for “Esirkepov meets

ZigZag”. Simulations of a warm, relativistic plasma with PIConGPU show that

EZ achieves the same level of charge conservation as the commonly used method

by Esirkepov, yet reaches higher performance for macro-particle assignment-

functions up to third-order. In addition to a detailed description of the func-

tioning of EZ, reasons for the expected and observed performance increase are

given, and guidelines for its implementation aiming at highest performance on
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GPUs are provided.

Keywords: EZ, particle-in-cell, charge conservation, current deposition,

PIConGPU

1. Introduction

Electromagnetic particle-in-cell (PIC) [1, 2] simulation is the most widespread

method of modeling kinetic plasma phenomena and is a quasi-gold standard for

computer experiments. PIC simulations have a wide range of applications, such

as laser-plasma acceleration [3–12], laser-driven light sources [13, 14], inertial

confinement fusion [15], and astrophysical plasma phenomena [16–19]. Many

state-of-the-art PIC codes have memory requirements that need high perfor-

mance computing resources. Notably, simulations of solid-density plasmas com-

monly require substantial amounts of computing and storage capacity of current

top supercomputers [20, 21].

Most of the computational time of a PIC iteration is spent on the current de-

position (CD) stage, even in highly optimized codes. Leinhauser et al. measured

that close to 60% of an iteration was spent on the CD stage for a representa-

tive plasma physics case simulated by PIConGPU [22]. The current deposition

stage computes the density values on the grid from charged macro-particle mo-

tion in the PIC simulation. This density distribution can determine the new

electric and magnetic field strengths in a manner that respects Gauss’s law.

Widely adopted charge conserving current depositions schemes were developed

by Eastwood [23], Villasenor et al. [24], Esirkepov [25], and Umeda et al. [26].

The allocations of compute resources for laser-plasma simulations can reach

hundreds of million core hours on top supercomputers [27]. Considering these

high computational demands, an improvement in current deposition run time

without loss of precision would significantly reduce resources necessary to carry

out these simulations.

Here, we present a novel current deposition method offering compute savings

on the scale of such high resource demands. It is a hybridization of Esirkepov’s
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method [25] and ZigZag [26, 28], referred to as “EZ” henceforth. EZ combines

the best of both methods by being exact charge conserving and applicable to

arbitrary macro-particle assignment-functions2 like Esirkepov’s method, and

maintaining a reduced computational effort like ZigZag. EZ can be implemented

in existing PIC codes and replaces Esirkepov or ZigZag, resulting in at least

similar, and often better, performance.

We implemented and tested EZ to deployment in PIConGPU, a popular PIC

code. Our experiments verify the important charge conservation property of EZ

and demonstrate performance improvements over Esirkepov’s method across a

variety of compute architectures.

PIConGPU is an open source, performance-portable implementation of the

fully relativistic 3D3V particle-in-cell method written in C++ [17, 29]. It is used

by a steadily growing and world-spanning scientific community, including fields

such as particle physics, cancer research, and materials science. Since PICon-

GPU builds on the performance portability library alpaka [30, 31], there is a sin-

gle source C++ implementation of EZ in PIConGPU, which additionally takes

the macro-particle assignment-function as a compile-time template argument.

The template argument allows a generic implementation for all assignment-

functions and alpaka enables mapping of the single implementation to all sup-

ported compute platforms. This abstraction prevents the need for redundant

implementations of the method for different macro-particle assignment-functions

and compute platforms. As a result, EZ remains maintainable and portable, just

as PIConGPU itself.

2We follow the naming of [1], but use symbol S where they use symbol W . The assignment

function is also referred to as shape factor by [2] and form-factor by [25], both using symbol

S. Hierarchy of assignment functions: CIC – first-order, TSC – second-order, PQS – third

order.

3



2. EZ Single Macro-Particle Current Density Calculation Method

2.1. Introduction to the Method

First we introduce the principle idea of the method and why a performance

increase is expected in comparison to existing methods.

EZ calculates the total current density in a similar way to existing methods.

At each particle-in-cell iteration, EZ obtains the total current density on the

grid by adding all single macro-particle contributions on the grid.

EZ’s novelty lies in the computation of each individual macro-particle contri-

bution. In general, the single macro-particle contribution to the current density

is defined by the motion of the macro-particle within an iteration step. At the

beginning of current deposition we know the old and new positions of a macro-

particle. Existing methods differ in the assumption they make about which

path a macro-particle takes from its old to new position. Whereas Esirkepov’s

method assumes a straight line motion [25], ZigZag assumes a non-straight line

motion leading over a relay point [26]. EZ employs a macro-particle path split-

ting approach similar to ZigZag, but calculates the current density contribution

for each segment with Esirkepov’s method. Considering ZigZag has not been

generalized to arbitrary macro-particle assignment functions, EZ introduces a

novel macro-particle path splitting approach for arbitrary macro-particle assign-

ment functions.

With EZ, the initial and final positions of a macro-particle are used to define

a relay point. This relay point is where the path of the macro-particle is split.

Then, the macro-particle path is decomposed into two smaller paths: the initial

position to the relay point and the relay point to the final position. EZ then

uses Esirkepov’s method to calculate the current density of each smaller path.

EZ’s path splitting with Esirkepov’s method offers improved efficiency com-

pared to Esirkepov’s original method in two ways:

1. Computational loops require fewer iterations to calculate single macro-

particle current density components.
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Figure 1: Yee cell with charge density ρ and current deposition vector W at a cell’s origin,

components of the magnetic field at the center of faces, components of both electric field and

current density halfway along edges.

2. Macro-particle assignment-functions can be implemented for evaluation

only on their support, sparing conditional statements required if care

needed to be taken for out-of-support evaluations. Eliminating condi-

tional statements and branching on highly parallel computer hardware

avoids significant performance penalties [32].

2.2. Definition of the Relay Point and the Assignment Cell

The trajectory of a macro-particle is split in two parts only if the grid nodes

to which its charge is assigned are different before and after movement. The

discrete charge density ρ|ni,j,k (at time step n) is calculated on a staggered Yee

grid. The layout of the Yee cell and the location of the charge density values are

visualized in fig. 1. Charge density values ρ|ni,j,k are located at the cell origin at

integer times.

In general, computing the discrete charge density associated with a macro-

particle involves evaluating the macro-particle’s assignment-function3 S. The

discrete charge density ρ of a single macro-particle on the grid node (i, j, k) is

given by

ρ|ni,j,k = QpeS(xp − i∆x)S(yp − j∆y)S(zp − k∆z)/(∆x∆y∆z)

3Ref. [1] uses symbol W .
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where Qp is the macro-particle’s charge relative to e, (xp, yp, zp) is the macro-

particle’s position at time step n, and ∆x, ∆y, ∆z denote the grid steps.

In detail, a trajectory is split when a macro-particle leaves its assignment cell

x̃assignment−cell (1), where x̃ = x/∆x. The assignment cell encloses all possible

locations of a macro-particle from which charge is assigned to the same set of

grid nodes in the macro-particle’s neighborhood. Accordingly, a macro-particle’s

assignment-cell location and boundaries depend on its position xold before the

movement and its assignment function S, respectively.

x̃assignment−cell ∈



[floor(x̃old),floor(x̃old) + 1)

if assignment-function is odd order,

[floor(x̃old + 0.5)− 0.5,floor(x̃old + 0.5) + 0.5)

if assignment-function is even order,

(1)

Expressions for the assignment-cell coordinates along the y and z axes are sim-

ilarly obtained.

The trajectory is split at the relay point, which does not need to be on the

straight line path between the macro-particle’s old and new position. Several

definitions for the relay point’s coordinates are possible as long as the following

conditions are fulfilled:

1. Along the axis where the macro-particle leaves the assignment cell, the

relay point’s coordinate equals the assignment cell’s boundary which is

traversed by the macro-particle.

2. Along the axes where the macro-particle does not leave the assignment cell,

the relay point’s coordinate can be anywhere within or on the boundaries

of the assignment cell along this direction.

For example, the coordinate of the relay point along the x-axis can be chosen
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as:

x̃r =



max[floor(x̃old),floor(x̃new)]

if assignment-function is odd order,

max[floor(x̃old + 0.5),floor(x̃new + 0.5)]− 0.5

if assignment-function is even order,

(2)

which is valid for both the macro-particle leaving the assignment cell along this

axis and not leaving it. Expressions for the relay point coordinates along the y

and z axes are similarly obtained.

2.3. Current Density Calculation for a Macro-Particle Staying within its As-

signment Cell

With Esirkepov’s method at its core, EZ solves the electromagnetic conti-

nuity equation (3) on the staggered Yee grid to calculate the charge conserving

single macro-particle current density J from the temporal change of the respec-

tive charge density ρ [33].

∇ · J+ ∂ρ
∂t = 0 (3)

Within the Yee cell, the discrete current density values J|n+1/2 = (Jx|n+1/2
i+1/2,j,k, Jy|

n+1/2
i,j+1/2,k, Jz|

n+1/2
i,j,k+1/2)

are located halfway along the cell edges at times halfway between integer times,

as visualized in fig. 1.

For the derivation of the current density calculation on the grid, eq. (3) is

rescaled using elementary charge e, speed of light c, grid steps ∆x, ∆y, ∆z, and

the time step ∆t:

• The scaled charge is defined as ρ̃ = ρ∆x∆y∆z
e

• The current density field is defined as J̃ = J∆x∆y∆z
ec

Then, the electromagnetic continuity equation in finite differences reads

ρ̃|n+1
i,j,k − ρ̃|ni,j,k

c∆t
= −

J̃x|n+1/2
i+1/2,j,k − J̃x|n+1/2

i−1/2,j,k

∆x

−
J̃y|n+1/2

i,j+1/2,k − J̃y|n+1/2
i,j−1/2,k

∆y
−

J̃z|n+1/2
i,j,k+1/2 − J̃z|n+1/2

i,j,k−1/2

∆z
. (4)
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Since the charge densities ρ̃|ni,j,k and ρ̃|n+1
i,j,k are known from the macro-particle’s

position before and after movement, respectively, J̃|n+1/2 can be calculated

from (4). Only current densities associated with the movement of a single

macro-particle need to be considered, because the total current density on a

grid node is obtained by summing current densities on that grid node of all

macro-particles.

A charge-conserving current density of a single macro-particle is obtained

from the continuity equation (4) by inserting this macro-particle’s charge density

before and after a movement. Let the macro-particle’s position at time tn = n∆t

before a movement be (xold, yold, zold) and at time tn+1 = (n + 1)∆t after a

movement be (xnew, ynew, znew). Denoting the macro-particle’s charge as Q,

and abbreviating S(x− i∆x) =: Si(x) (y and z direction similarly), the scaled

single macro-particle current density is related to the current deposition vector

W|n+1/2
i,j,k :

J̃x|n+1/2
i+1/2,j,k − J̃x|n+1/2

i−1/2,j,k = −Q
∆x

c∆t
Wx|n+1/2

i,j,k

J̃y|n+1/2
i,j+1/2,k − J̃y|n+1/2

i,j−1/2,k = −Q
∆y

c∆t
Wy|n+1/2

i,j,k

J̃z|n+1/2
i,j,k+1/2 − J̃z|n+1/2

i,j,k−1/2 = −Q
∆z

c∆t
Wz|n+1/2

i,j,k ,

(5)

with the current deposition vector W|n+1/2
i,j,k being defined from the continuity

eq. (4) for the movement of a single macro-particle:

Si(xnew)Sj(ynew)Sk(znew)− Si(xold)Sj(yold)Sk(zold)

= Wx|n+1/2
i,j,k +Wy|n+1/2

i,j,k +Wz|n+1/2
i,j,k .

Assuming the macro-particle travels along a straight line by a distance not

more than one cell and following the notation established by Esirkepov [25], the

components of W are related to the assignment-function of the macro-particle
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as follows. Defining the helper function

W (s1, s2, s3, s4, s5, s6) =

1

3
(s4s5s6 − s1s5s6 + s4s2s3 − s1s2s3)

+
1

6
(s4s2s6 − s1s2s6 + s4s5s3 − s1s5s3) ,

the components of W can be calculated by

Wx|n+1/2
i,j,k =

W (Si(xold), Sj(yold), Sk(zold), Si(xnew), Sj(ynew), Sk(znew))

Wy|n+1/2
i,j,k =

W (Sj(yold), Si(xold), Sk(zold), Sj(ynew), Si(xnew), Sk(znew))

Wz|n+1/2
i,j,k =

W (Sk(zold), Sj(yold), Si(xold), Sk(znew), Sj(ynew), Si(xnew)) .

(6)

Current deposition by Esirkepov’s method generally takes the macro-particle’s

location before and after movement as ‘old’ and ‘new’ coordinates. EZ makes

the same choice as long as the macro-particle does not leave its assignment cell

during movement. This already yields a current density for Esirkepov’s method

and EZ which is different from ZigZag’s, as is shown in the supplemental mate-

rial for macro-particle assignment-function CIC.

2.4. Current Density Calculation for a Macro-Particle Leaving its Assignment

Cell

If the macro-particle leaves its assignment cell during movement, EZ makes

a different choice for the ‘old’ and ‘new’ coordinates compared to Esirkepov’s

method. EZ takes inspiration from the ZigZag approach of splitting the trajec-

tory in two parts. The total current density associated with the macro-particle

movement is then obtained by summing the contributions of two virtual macro-

particles, each virtual macro-particle traveling along its respective part of the

split trajectory during the whole time step. That is, the ‘old’ and ‘new’ po-

sition of the first virtual macro-particle refer to the original macro-particle’s
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initial position and the coordinates of the relay point, while they refer to the

relay point and the original macro-particle’s final position for the second virtual

macro-particle. Since each of the virtual macro-particle movements is restricted

to the respective virtual macro-particle’s assignment cell, the associated single

virtual macro-particle current density can be calculated by Esirkepov’s method

as outlined above.

The procedure of splitting the trajectory at the relay point and adding up

the current densities of two virtual macro-particles preserves the finite-difference

continuity equation. Charge density value ρ̃′|n+1 introduced at time tn+1 by the

first virtual macro-particle located at the relay point and charge density value

ρ̃′|n introduced at time tn by the second virtual macro-particle located at the

relay point are equal and together represent a static charge density distribution

which does not generate a current.

Namely, the current density values produced by the virtual macro-particles

separately adhere to their respective continuity equations with respective left-

hand sides:
ρ̃′|n+1

i,j,k−ρ̃|ni,j,k
c∆t and

ρ̃|n+1
i,j,k−ρ̃′|ni,j,k

c∆t

Summing up these equations and taking into account ρ̃′|n+1 = ρ̃′|n yields

eq. (4) for the combined current density. Thus, EZ current deposition is charge-

conserving.

However, due to discretization, the implementation-specific choice of the

relay point can result in different values for the components of the current

deposition vector W and therefore different grid values of J for the farthest non-

vanishing grid nodes. We emphasize that the finite-difference continuity eq. (4)

is preserved with any of the relay point choices (satisfying the conditions). This

fact has already been pointed out in the original article [25] with its uniqueness

lemma being tied to the straightforward trajectory assumption.

Since numerical dispersion, as well as other particle-in-cell simulation prop-

erties, depend on the current deposition algorithm [34–36], it is possible that

certain choices of the relay point’s coordinates yield favorable numerical condi-
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tions.

In case of 2D3V simulations, where all fields and assignment-functions de-

pend only on x and y, the current density components Jx and Jy are calculated

using the same trajectory splitting approach for movements along x, y. The

corresponding components Wx and Wy of the current deposition vector are cal-

culated from equation 6 with Sk(z) = 1 for all z. After simplification, it yields:

Wx|n+1/2
i,j,k = W (Si(xold), Sj(yold), 1, Si(xnew), Sj(ynew), 1)

=
1

2
(Si(xnew)Sj(ynew)− Si(xold)Sj(ynew)

+ Si(xnew)Sj(yold)− Si(xold)Sj(yold))

Wy|n+1/2
i,j,k = W (Sj(yold), Si(xold), 1, Sj(ynew), Si(xnew), 1)

=
1

2
(Si(xnew)Sj(ynew)− Si(xnew)Sj(yold)

+ Si(xold)Sj(ynew)− Si(xold)Sj(yold)) .

However, for movement along z there is no grid or coordinate change and

therefore no trajectory splitting is possible. In this case we use the same way

of calculating Jz as eq. (37) in [25], which in our notation becomes

J̃z|n+1/2
i,j,k+1/2 =

Q
vz
c

(
1

3
Si(xnew)Sj(ynew) +

1

6
Si(xold)Sj(ynew)

+
1

6
Si(xnew)Sj(yold) +

1

3
Si(xold)Sj(yold)

)
(7)

where vz is velocity along z at time tn+1/2.

3. Efficiency Increase of EZ Compared to Esirkepov’s Method

EZ can significantly shorten the calculation time of the current density field

compared to Esirkepov’s method. This originates from a reduction of the nec-

essary computations of the current deposition vector W as explained in the

following.

For a macro-particle leaving its assignment cell during step from time tn

to tn+1, fig. 2 visualizes the non-vanishing entries of the current deposition
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Figure 2: Visualization of discrete current deposition on two-dimensional grid for Esirkepov’s

method with second order assignment function TSC.

vector components Wx, Wy, as well as current density Jx, Jy on a 2D grid for

Esirkepov’s method. The relay point (xr, yr) marks the position where charge

assignment extends over a different set of grid nodes when crossed by the macro-

particle. The extent of the macro-particle’s assignment-function at times tn and

tn+1 are highlighted for the second-order assignment-function TSC [1]. The

number of nodes with non-vanishing values of W and J is within the bounded

area. Albeit the values of the dashed entries are zero in the special case of this

drawing, they are non-zero for a movement in another direction and therefore

need to be calculated in a generally applicable implementation of Esirkepov’s

method. However, the last row (column) of Wx (Wy) at x = +2 (y = +2)

does not need to be calculated, since the next row (column) of this quantity

along +x (+y) is zero and therefore the row (column) of current density Jx

(Jy) at x = +2 + 1/2 (y = +2 + 1/2) vanishes according to eq. (5). For the

general 2D case, there are in total 4 × 3 = 12 evaluations of each Wx and Wy

required to calculate the respective current density component with Esirkepov’s

original method. See eq. (7) for the additional calculation of Jz that needs to

be performed in 2D3V simulations.

In general, for an assignment-function of order l, where charge is assigned

to (l + 1)d points in a d-dimensional simulation, this requires a maximum of

(l+ 2)d−1 × (l+ 1) evaluations of a component of the current deposition vector

12



Figure 3: EZ-specific visualization of two-dimensional grid and second order assignment func-

tion TSC. The left hand side pictures the first part while the right hand side pictures the

second part of the split trajectory.

W per macro-particle with Esirkepov’s original method. This assumes the most

general case where the nodes, to which a macro-particle’s charge is assigned,

change along every axis due to its movement.

For EZ, fig. 3 visualizes the non-vanishing entries of Wx, Wy, Jx, Jy similarly

to fig. 2. Two independent but equal virtual macro-particles each travel along

one part of the split trajectory. By the same argument as used for the classic

method by Esirkepov, 3 × 2 = 6 evaluations of each Wx and Wy are required

per part of the trajectory. Although this is the same number as for Esirkepov’s

method (in this 2D example), EZ offers improved performance compared to

direct application of Esirkepov’s method.

Esirkepov’s traditional method must calculate the current density on all

nodes to which charge of the macro-particle may be assigned before and af-

ter movement. This includes evaluations of the assignment-function out of its

support making the assignment function implementation more costly compared

to EZ. Due to path splitting in EZ, assignment function evaluations are al-

ways restricted to its support. While this reduces the complexity of assignment

function implementations on the one hand, it also stimulates parallel calcula-

tion of the current density from many macro-particles by equalizing between

all macro-particles the number of nodes at which the single contributions are

calculated. That is, there is a fixed set of operations performed equally for all
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macro-particles in the current density calculation without branching from the

instruction sequence.

Moreover, in a d-dimensional simulation EZ reduces evaluations of the cur-

rent deposition vector components to 2× (l+1)d−1× l points, as it spares calcu-

lations where the current density evaluates to zero. In 3D, these are fewer than

the required amount of points for Esirkepov’s method for assignment-functions

of order l = 3 (PQS) and lower.

In summary, employing the trajectory splitting in principle allows EZ to

surpass the performance of Esirkepov’s method for two reasons.

1. EZ evaluates the current deposition vector W at fewer positions for lower

order assignment-functions.

2. Reduced assignment-function definitions can be utilized where evalua-

tions at positions outside the support do not need to be handled since

all assignment-function evaluations are on-support with EZ.

As explained above, the latter equalizes the instruction sequence for all macro-

particles which keeps thread branch divergence low, thereby promoting parallel

computation via SIMT (single instruction, multiple threads) while avoiding se-

rialization and idling threads. This is especially important when running on

GPUs. Moreover, with the support size being a fixed value known at compile

time, compilers may be able to optimize loops in the calculation of W. On

CPUS, these loops can be auto-vectorized promoting parallel computation via

SIMD (single instruction, multiple data). Specifically for PQS, where the num-

ber of nodes with non-zero entries of the current deposition vector components

is four in two directions, iterations of the W calculation loop and writes of the

result to memory can be directly expressed with SSE4 (Streaming SIMD Ex-

tensions 4) intrinsics for single precision or AVX2 (Advanced Vector Extensions

2) intrinsics for double precision, explicitly enforcing usage of SIMD operations

instead of relying on auto-vectorization.
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4. EZ Implementation in PIConGPU

EZ’s implementation in PIConGPU had the design goals:

1. Keep register footprint low to increase (GPU) occupancy [37].

2. Keep memory accesses, especially writes, low to avoid latency.

To address goal (1), the calculation of every component of the current deposi-

tion vector W is performed independently. This results in multiple calculations

of the same assignment-function value instead of storing it in register memory,

accomplishing the first goal.

Goal (2) provides the reason for the choice of the relay point. The initial

coordinates of the relay point are the coordinates of the macro-particle’s location

after movement. Only if a macro-particle leaves its assignment cell along one

axis, is the coordinate of the relay point on this axis changed. The relay point

coordinates along the other axes remain unchanged as long as the macro-particle

does not leave the assignment cell along these axes too. This allows cutting off

calculations of whole components of the current density unless necessary.

For example, if the macro-particle is still within its assignment cell after par-

ticle push, the first virtual particle will move along the whole trajectory while

the second virtual particle will not move at all. Therefore, the second virtual

particle’s current density calculation is completely spared in PIConGPU. While

this possibly leads to branching of threads once per macro-particle, the perfor-

mance impact is not as significant as branching during node level calculation of

the single macro-particle current density.

Next, consider a macro-particle leaving its assignment cell only along one

axis, say x. The relay point coordinates are at the assignment cell boundary

along x and at the macro-particle’s final position along y. Then the first virtual

particle changes its position along x and y while it moves from the macro-

particle’s initial position to the relay point. The second virtual particle moving

from the relay point to the macro-particle’s final position then only travels

parallel to the x-axis allowing to spare the computation of the y-component of

15



Table 1: Comparison of the number of nodes with non-zero entries of the current deposition

vector for single macro-particle current deposition by Esirkepov’s method and EZ for a second-

order (TSC) macro-particle assignment-function.

macro-particle number of nodes with non-zero entries of the current deposition vector component total writes to

leaves along Esirkepov EZ current density array

direction Wz Wy Wx Wz Wy Wx Esirkepov EZ

none 2 × 3 × 3 3 × 2 × 3 3 × 3 × 2 2 × 3 × 3 3 × 2 × 3 3 × 3 × 2 54 54

x 2 × 3 × 4 3 × 2 × 4 3 × 3 × 3 2 × 3 × 3 3 × 2 × 3 2 × (3 × 3 × 2) 75 72

y, x 2 × 4 × 4 3 × 3 × 4 3 × 4 × 3 2 × 3 × 3 2 × (3 × 2 × 3) 2 × (3 × 3 × 2) 104 90

z, y, x 3 × 4 × 4 4 × 3 × 4 4 × 4 × 3 2 × (2 × 3 × 3) 2 × (3 × 2 × 3) 2 × (3 × 3 × 2) 132 108

its associated current density as it is zero. Moreover, a computation of the z

component of the current density is not performed for either virtual particle.

Table 1 compares the number of nodes with non-zero entries of the compo-

nents of the current deposition vector and the resulting total number of writes to

the current density array between Esirkepov’s method and EZ. A second-order

(TSC) macro-particle assignment-function [1] is considered as an example. The

number of nodes with non-zero entries, and of current density writes accord-

ingly, depend on the number of directions along which the macro-particle leaves

its assignment cell. In the given order, the cases correspond to not leaving the

cell, or leaving along one, two, or three directions, respectively. The number of

total writes given in the table is for a macro-particle moving along all three spa-

tial directions, such that all current deposition vector components are non-zero.

The total number of writes equals the number of nodes with non-zero current

deposition vector entries summed over all components. A lower number of cal-

culations and writes presumably results in better performance. The number of

nodes with non-zero entries is given per dimension, where the order corresponds

to (z, y, x).

Note, in this comparison an optimization of Esirkepov’s method has been

exploited as follows. If a macro-particle does not leave its assignment cell along

all directions, there are nodes at which computations of the current-distribution

vector can be spared, as values at these nodes are zero. Sparing these compu-

tations reduces computational time as well as memory writes. These nodes are

oriented along the directions where the macro-particle stays within its assign-
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ment cell. That is, if a macro-particle moves in a specific direction, but stays

within its assignment cell along this direction, the number of nodes at which the

current deposition vector components need to be evaluated are reduced by one

along this direction. PIConGPU applies these optimizations in its implementa-

tion of Esirkepov’s method, which is relevant for the performance comparisons

in sec. 5.2.

As can be seen in tab. 1, EZ outperforms Esirkepov’s method in all cases but

the first one where they are equal. In this first case, they are equal due to the

above described optimization applied to Esirkepov’s method. Since optimized

assignment-function implementations can be used for EZ, it can still be faster

than Esirkepov’s method for this case in practice. Overall, EZ shows potential

for improving Esirkepov’s performance.

Lower order assignment-functions, e. g. zeroth-order (NGP) or first-order

(CIC), increase the difference between the Esirkepov’s method and EZ with EZ

requiring fewer calculations and writes.

In cases where assignment functions of fourth-order and higher are required

to minimize aliasing effects, EZ’s favorable properties of reduced assignment-

function complexity and uniform instruction sequence can offer a benefit com-

pared to Esirkepov’s method.

5. Physics Acceptance Tests and Performance Results

5.1. Level of Charge Conservation

5.1.1. Single Macro-Particle Simulation

In order to evaluate EZ’s level of charge conservation and to compare this to

the optimized Esirkepov’s method and ZigZag, a simple single moving macro-

particle test case is set up in PIConGPU.

The test consists of one macro-particle of first-order assignment-function

CIC [1] with charge −e in a 24 × 24 × 24 cells simulation volume. At the

beginning it is located at r = (8.9∆x, 8.8∆y, 8.7∆z) and moving with constant

normalized speed v/c = β = 0.999. The test comprises three scenarios, each
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Table 2: Maximum absolute value λSMP of the normalized remainder R̃SMP of Gauss’s law

for simulations of a single moving macro-particle with different current deposition methods.

macro-particle level of charge conservation λSMP

leaves along optimized Esirkepov’s method ZigZag EZ

x 3.6e-08 3.6e-08 3.6e-08

y, x 5.9e-08 4.1e-08 4.1e-08

z, y, x 5.8e-08 1.3e-3 5.8e-08

characterized by the number of directions along which the macro-particle leaves

its assignment cell. It does so either along the x axis only, within the x and y

plane only, or diagonally across the volume. The respective velocity vectors are

v = v · (1, 0, 0), v = v · (1, 1, 0)/
√
2, or v = v · (1, 1, 1)/

√
3.

Within the PIC iteration step, the electric field E and charge density field

ρ are calculated by PIConGPU. These are written to disk after one time step

∆t = 0.5∆x
c and then used to calculate the normalized remainder R̃SMP of

Gauss’s law. That is, the field R|n = ∇ · E|n − ρ′|n normalized to elementary

charge per cell volume ρSMP = e/(∆x∆y∆z) such that R̃SMP = R/ρSMP. The

charge density ρ′|n = ρ|n−ρ|0 used in the calculation of R|n is a composition of

the single macro-particle charge density ρ|n at time step n and the sign-inverted

single macro-particle charge density at simulation start −ρ|0, in order to account

for the virtual mirror charge on the grid created by the finite-difference time-

domain electromagnetic field solver employed by PIConGPU, as it assumes zero

field at simulation startup. R̃SMP quantifies the level of charge conservation in

the simulations. Ideally, R̃SMP is zero in case of perfect charge conservation and

absent floating point round-off errors.

For this single macro-particle test case, the level of charge conservation λSMP

is quantified by the largest absolute value of R̃SMP on the grid. That is, λSMP =

∥R̃SMP∥∞ := max{|R̃SMP|ijk|}. Results are displayed in Table 2. The source

codes of simulations and analysis are available online [38].

Esirkepov’s method and EZ reach comparable charge conservation in all

three scenarios, where the absolute level of charge conservation is on the order

of rounding error of floating-point arithmetic operations. ZigZag is on the same

level as Esirkepov’s method, as long as the macro-particle does not move diag-
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onally through the volume. In the case of the macro-particle moving diagonally

through the volume, ZigZag’s charge conservation is orders of magnitude worse

compared to Esirkepov’s method and EZ. We suspect, the 3D eqs. (20) of ZigZag

in [26] are actually only valid in 2D as they miss contributions to the current

density J as in eqs. (35)-(37) in [24], which are proportional to the product of a

macro-particle’s displacements in all three dimensions. Due to this shortcoming

of ZigZag, we will not take it into account in the following comparisons.

5.1.2. Warm Plasma Simulation

In order to evaluate EZ’s level of charge conservation in a real world simula-

tion and to compare it to the optimized Esirkepov’s method, we set up a warm

plasma simulation. The simulation consists of an initially field free space in

which there are approximately 177 million electron-like macro-particles moving

at a relativistic velocity. Due to macro-particle speeds close to the speed of light,

we anticipate about half of the macro-particles to leave their assignment cell per

step which is sufficient to compare charge conservation of EZ and Esirkepov’s

method.

The simulation domain extends over 192 cells in each direction and employs

periodic boundary conditions on each side. There are 25 macro-particles per cell

which sample a homogeneous distribution of relativistic electrons at a density of

ρWP = −1020 e/m3. Their initial momenta are normally distributed along each

spatial dimension with a variance of 17.5m2c2, resulting in a distribution of

initial total momentum according to a Maxwell-Boltzmann distribution with a

temperature of 8942 keV and a most probable kinetic energy of 5mc2. The grid

resolution of ∆x = 57.8918 µm is equal along all directions and chosen such that

the simulation volume encompasses 5 Debye lengths along one axis at the given

density and initial temperature. Time resolution is ∆t = 0.5∆x/c, providing

variability with respect to the choice of Maxwell solver. The simulation setup

and analysis code are available online [38].

Whereas a local estimate for the relative error of charge conservation at

one time step can be defined by the normalized remainder R̃WP = R/ρWP of
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Figure 4: Evolution of charge conservation over time in the warm plasma simulation for EZ

and Esirkepov’s method and different macro-particle assignment-functions of increasing order.

Charge conservation λWP is quantified by the standard deviation of the normalized Gauss’

law remainder R̃WP distribution on the grid, eq. (8).

Gauss’ law at each grid node, a global estimate for the relative error of charge

conservation at one time step can be obtained by analyzing the scattering of

all R̃WP values on the grid around the expectation value zero. We quantify the

global charge conservation level λWP by the estimated standard deviation of the

R̃WP sample

λWP =

√√√√ 1

Ngrid

Ngrid∑
l=1

R̃2
WP,l , (8)

where Ngrid is the total number of R̃WP values at one time step, i. e. (192− 1)3.

Evolution of global charge conservation λWP for EZ and Esirkepov’s method

during the course of simulation is depicted in Fig. 4 for the three macro-particle

assignment-functions first-order CIC, second-order TSC, and third-order PQS

[1]. Global charge conservation is on the same order of magnitude for both

EZ and Esirkepov’s method for all three macro-particle assignment-functions.

At this order of magnitude a scattering of global charge conservation values

is expected due to numerical floating point round off errors in parallel atomic

summation of single macro-particle currents in the current deposition algorithm.

The uncertainty of λWP is estimated to be λWP/
√
2n [39]. For all data points

in Fig. 4, this is below or equal to 1.2×10−10 which happens to be smaller than

the markers of the data points and therefore is not visible.
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From the results of the single macro-particle and the warm plasma simulation

we conclude successful validation of EZ.

5.2. Performance Comparison

In order to examine the expected scaling of run time with macro-particle

assignment-function order for the optimized Esirkepov’s method and EZ, we run

the above warm plasma simulation setup for several macro-particle assignment-

functions and on two different GPUs, as well as on a CPU. Recall that opti-

mizations applied to Esirkepov’s method are laid out in Sec. 4.

5.2.1. Setup

Simulations ran for assignment-functions from first-order CIC to third-order

PQS [1] on one NVIDIA Tesla V100 16GiB GPU at Summit [40], one AMD

Instinct MI100 GPU at Spock [41], and one 64-core AMD EPYC 7662 CPU at

Spock [41].

NVIDIA V100 simulations on Summit’s IBM Power9 nodes were compiled

with nvcc for architecture sm 70 to target NVIDIA V100 with CUDA 11.0.3,

spectrum-mpi 10.4.0.3-20210112, and boost 1.74.0 in the software envi-

ronment.

AMD MI100 simulations on Spock’s AMD EPYC 7662 64-core nodes were

compiled with hipcc for architecture gfx908 to target AMD MI100 with ROCm

4.5.0, cray-mpich 8.1.10, and boost 1.73.0 in the software environment.

AMD EPYC 7662 64-core simulations were compiled with CCE Clang 12.0.3

with -march=native on the compute node with cray-mpich 8.1.10, as well as

boost 1.73.0 in the software environment and executed with 128 threads.

For each assignment-function and processing unit, ten simulations executing

one hundred time steps were performed. Only the run time of the simulation

steps was measured; simulation initialization and finalization are not included

in the measured time.

Since current deposition is just one part of a particle-in-cell iteration step,

whose fraction of time taken in the total simulation step increases with higher
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Table 3: Performance metrics of EZ, as well as optimized Esirkepov’s current deposition (CD)

method for the warm plasma simulation with respect to macro-particle assignment-functions.

The ratio of time taken by optimized Esirkepov’s method over EZ defines Speedup.

Assignment CD kernel run time [ms] Avg. time per step [ms]

function Esirkepov EZ speedup Esirkepov EZ speedup

NVIDIA V100 16GiB

CIC 31.30 21.68 1.444 88.15 ± 0.07 80.04 ± 0.06 1.100

TSC 109.72 94.69 1.159 164.24 ± 0.06 151.65 ± 0.04 1.083

PQS 297.33 252.95 1.175 356.16 ± 0.03 319.91 ± 0.06 1.113

AMD MI100

CIC 20.81 16.55 1.257 144.66 ± 0.52 139.43 ± 0.79 1.034

TSC 79.56 70.49 1.129 226.93 ± 0.79 217.02 ± 0.73 1.046

PQS 179.87 182.95 0.983 363.83 ± 0.80 366.70 ± 0.57 0.992

AMD EPYC 7662 64-core

CIC n/a 892.1 ± 0.4 864.9 ± 0.4 1.031

TSC n/a 1904.3 ± 0.5 1674.2 ± 2.1 1.137

PQS n/a 4658.0 ± 0.9 5037.6 ± 1.1 0.925

macro-particle assignment-function order, we additionally profiled the kernel on

the different GPU architectures. Profiling allowed us to quantify the impact of

EZ on the current deposition kernel alone. Profiles were taken for the first five

time steps of the warm plasma simulation. After an initial warm-up phase of

two steps, profiles did not change significantly in the following 3 steps. Profiling

results presented in the following are taken from time step five.

All simulations for one compute architecture ran successively on the same

node to avoid confounding hardware performance differences between nodes.

GPU simulations were performed on a single GPU in single precision.

5.2.2. Results

Table 3 provides multiple metrics of interest:
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• Run times of the current deposition kernel for GPU runs and for all macro-

particle assignment-functions.

• Average time per total simulation step and their uncertainty.

• Calculated speedup with respect to the total simulation step duration

when using EZ relative to Esirkepov’s method. Speedup is the fraction of

the average time per step required by Esirkepov’s method in contrast to

EZ. A value greater than 1 indicates an improved performance with EZ.

Run time of the current deposition kernel is obtained by profiling with ncu

and rocprof on NVIDIA V100 and AMD MI100, respectively. Each data point

of the average time per simulation step is an average of ten simulation runs

executing one hundred steps. The uncertainty of the mean value is determined

from estimated standard deviation of sample data multiplied with a coverage

factor of two to reach a level of confidence of approximately 95% for the time

per simulation step to lie in the given interval (assuming measurement results

are normally distributed).

For all macro-particle assignment-functions, EZ decreases run time of the

current deposition kernel as measured on GPUs, except for the highest order

assignment-function PQS on AMD MI100.

With current deposition being just one part of the total simulation step,

average run times of total steps provide a better measure for overall time savings

in a particle-in-cell simulation than just kernel run times. For this metric, EZ

achieves a speedup on all three compute architectures.

For the first- and second-order macro-particle assignment-functions, CIC

and TSC respectively, EZ consistently achieved speedup between 3.4% and

13.7%. For the third-order macro-particle assignment function PQS, EZ’s

speedup varies across compute architectures. For PQS on NVIDIA V100, 11.3%

speedup with EZ is the largest among all measured speedups on this compute

architecture. However, for PQS on AMD MI100, there is almost no perfor-

mance difference. Total simulation step run times differ by fewer than 1%.
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Table 4: Relative comparison of performance relevant profiling metrics between optimized

Esirkepov’s Method and EZ on AMD MI100. EZ is chosen as the baseline.

Assignment Scalar ALU Instr. Shared Memory Ops. Vector ALU Instr.

function SALUInsts LDSInsts VALUInsts

CIC + 89% + 75% + 29%

TSC + 47% + 21% - 2%

PQS + 10% + 0.03% - 8%

Only for PQS on AMD EPYC CPU, EZ did not achieve comparable or better

performance compared to Esirkepov’s method.

5.2.3. Discussion

On GPUs, the observed differences between EZ and optimized Esirkepov’s

method in kernel run times are predominantly in line with our expectations

from the scaling of compute and memory complexity, 2 × (l + 1)2 × l for EZ

and (l + 2)2 × (l + 1) for optimized Esirkepov’s method, where we expect and

observe the largest difference for CIC, a smaller difference for TSC and a small

or no difference for PQS. Only the much shorter run time with EZ for PQS on

NVIDIA V100 is not in line with our expectation.

The profiles provide additional insight into the observed scaling of kernel run

times. On AMD MI100, Esirkepov’s method performs more scalar Arithmetic

Logic Unit (ALU) instructions and shared memory operations than EZ for all

three assignment functions as reported in Table 4.

For the slightly better performance of optimized Esirkepov’s method with

PQS on AMD MI100, the number of ALU calculations seems to make the criti-

cal difference due to the high arithmetic intensity for this assignment function at

equal GPU occupancy of EZ and Esirkepov. High arithmetic and low memory

intensity is indicated by the MemUnitBusymetric telling that memory operations

take only about 3% of the total GPU time. Equal GPU occupancy is indicated

by equal usage of registers, as well as equal number of wavefronts of EZ and
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Esirkepov. Summing vector and scalar instructions, Esirkepov’s method per-

forms about 6000 instructions (3%) fewer than EZ, leading to fewer than 2%

kernel run time difference for PQS on AMD MI100.

On NVIDIA V100, a very similar scaling compared to AMD MI100 is ob-

served in terms of shared memory instructions, arithmetic intensity, and occu-

pancy. Again the total number of executed instructions is the striking difference

between Esirkepov’s method and EZ. Optimized Esirkepov’s method performed

more instructions for all three assignment functions (Table 5). The profile also

shows that the larger number of instructions for Esirkepov’s method originates

from more branch instructions compared to EZ.

Table 5: Relative comparison of performance relevant profiling metrics between optimized

Esirkepov’s Method and EZ on NVIDIA V100. EZ is chosen as the baseline.

Assignment executed branch

function instructions instructions

CIC +88% +90%

TSC +96% +50%

PQS +116% +18%

As the implementation of the current deposition and the macro-particle

assignment-functions are independent of compute architecture in PIConGPU,

we argue that the observed performance difference for PQS, for which we ex-

pect comparable calculation and memory complexity, highly depends on com-

piler optimizations of the current deposition kernel and possibly of the different

assignment-functions. While the assignment-functions are mainly a series of if-

conditions, with one condition fewer for EZ reflecting the on-support optimiza-

tion, the current deposition consists of a nested triple for-loop and additional

if-conditions providing room for a number of optimizations by the compiler

such as unrolling or making use of predicates.

From the performance and profiling results of this exemplary real world sim-

ulation, we conclude that EZ provides, as expected, a substantial speedup for
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assignment-functions of order two and lower independent of compute architec-

ture. For assignment-functions of order three, EZ’s performance depends on

the details of the specific implementation, compute architecture and respective

compiler implementations.

6. Conclusions

This work has presented a novel current decomposition method, EZ. We

demonstrated its generality and utility for different macro-particle assignment

functions within the performance-portable particle-in-cell code PIConGPU. We

validated its charge conservation using standard deviation of the normalized

Gauss’ law remainder, showing that it has properties comparable to Esirkepov’s

method.

In addition, we verified the efficiency of EZ on several compute architec-

tures and different accelerators by measuring performance, taking profiles, and

comparing metrics to an optimized implementation of Esirkepov’s method.

Performance measurements include current deposition kernel run time and

average run time of a full particle-in-cell simulation step in a representative

warm plasma simulation.

As expected from the scaling provided in the text, we observe a substantial

speedup in these quantities with EZ on NVIDIA V100 and AMD MI100 GPUs,

as well as AMD EPYC CPU for first (CIC) and second-order (TSC) macro-

particle assignment-functions. For the third-order macro-particle assignment-

function PQS, where we expected the performance of EZ and Esirkepov’s method

to be equal, we found that speedup strongly depends on the choice of compute

architecture, compilers, and optimizations. For PQS, the highest order assign-

ment function, the speedup of EZ over Esirkepov’s method varied between lower

(CPU), comparable (AMD MI100), and 11% increased (NVIDIA V100) perfor-

mance. Notably, we used just one implementation for each current deposition

method. Due to usage of the performance portability library alpaka in PICon-

GPU, there is no need to implement hardware specific specializations of the
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method.

Beyond the direct performance improvements demonstrated within PICon-

GPU, every parallel implementation of the particle-in-cell method can bene-

fit from EZ. It ensures a uniform instruction sequence in the computation of

the current density between all macro-particles, independent of the choice of

macro-particle assignment-function. This improves concurrency in the parallel

computation of current density from many macro-particles. More generally, it

promotes the design of novel workload distribution algorithms for cooperative

execution units running in parallel, such as warps on GPUs and SIMD instruc-

tions on CPUs.

EZ allows scientists to use high-performance compute systems with compa-

rable or higher efficiency than Esirkepov’s method without loss of precision for

all but one of the considered cases. This increase in efficiency enables a higher

degree of sophistication in large-scale simulation campaigns modeling digital

twins of lab experiments. Such developments have many applications for fu-

ture work, such as predicting the femtosecond and nanometer scale dynamics of

laser-driven electron or proton accelerators with increased precision by exploit-

ing the efficiency increase to run higher resolution simulations. Likewise, the

efficiency increase can be exploited to run more simulations in order to explore

more of the possible parameter space of an experiment and identify interesting

parameter regions to perform these experiments.
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